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FOREWORD

This is the report of the second phase of the Optimum Radar Surveillance Mode
Study Program being sponsored by Rome Air Development Center under AF Con-
tract No. 30(€02)-3152. Direction of the program is proviaed by R. Ackiey and T.
Maggio of RADC.

The program is being conducted at RCA's Missile and Surface Radar Division,
Moorestown, N, J. H. M. Finn, the author of the report, developed the EVSD
modes and performed the reported analyses and optimizations. R. S. Johnson is
responsible for the digital computer implementation of the Optimization procedures
employed. C. Hughes contributed to the implementation study and to the design

of the resolution-variant signal processor for pseudo-random phase-reversal

code transmissions. R. Bergman, M. Cooperman, and D. Crosby provided the
required high-speed digital technology for the synthesis of this signal processor.
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ABSTRACT

A second-phase study of radar multiple-stage decision processors which minimiz.
the average transmitter power and data processing costs for performing the sur-
veillance mission are described. Energy Variant Sequential Detector {EVSD) theory
is reviewed. A verification of theoretical performance predictions obtained with

a digital computer simulation program reveal a deviation of simulated performance

of less than 1 percent of predicted results.

A sequential detection scheme for performing high-resolution surveillance missions
where relatively large time-bandwidth products are involved is described. These
modes (designated as Resolution-Variant EVSD's) use the programmed control of
the time~bandwidth product of the transmitted signal, the transmitted energy, and
the receiver thresholds on the sequential steps employed in order to minimize both
the transmitter power and the parallel signal precessing costs. An active corre-
lator system is concluded to be the most economical means for meeting the signal
processor flexibility requirements for this mode, and the implementation of a
Resolution-Variant EVSD where requirements include over a 150~-MC bandwidth

on the final sequential step is described. The resolution-varian: signal processor
required for efficient performance of future high-resolution surveillance missions

is determined to be a critical component requiring further development.

General implementation of EVSD’'s are reviewed. Only in the case of the high res-
olution surveillance mission is a critical component involvzd. In general, the radar
implementation of EVSD's are concluded to be well within the state of the design art,
and moreover they are shown to avoid implementation problems associated with other

sequential detection modes.
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The optimum scan time to be used when EVSD's are employed for each scan look
is developed for both the case where the target ie pointing dircctly at the radar,
and the second case where the target range is assumed relatively constant for the

time duration in the surveillance volume.

EVSD modes which include an option on the time interval between sequential steps

are described, and the additional power savings over the use of a conventional EVSD

are computed.
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SECTION 1

INTRODUCTION

1.1 SUMMARY

This report summarizes the work performed on the second phase of the Optimum
Radar Surveillance Mode Study sponsored by RADC and performed at RCA
Moorestown, N.J. covering the period from June 1964 to February 1965. This
phase of the program has been directed toward extending the theory and application
of the Energy-Variant Sequential Detector (EVSD) class of radar detection mode,
obtaining a verification by means of simulation of the predicted performance of
EVSD's, an investigation of the implementation of these modes, and, in particular,

the determination of any critical component areas.

A basically new class of multiple-stage decision processor was evolved during the
first phase of the subject program (Reference #1, 2, and 3) for the performance
of the surveillance mission in modern electronically steerable-array radar sys-
tems. By properly utilizing the degrees of freedom inherent in such a radar sys-
tem, these detection modes, designated as Energy-Variant Sequential Detectors
(EVSD's), are specifically designed to both minimize the average transmitter
power requirements without encountering the performance and implementation

problems associated with the use of the Wald sequential probability ratio test.

The basic design approach has initially involved forming a multiple stage decision
processor framework which is compatible with the radar requirements (the maxi-
mum number of steps is kept low, and the decision statistics are kept simple).

Then the radar parameters expected o yield a 'pay off' in minimizing the average

transmitter power requirements are introduced as degrees of design freedom at




each of the sequential steps. (For the basic EVSD, these degrees of design free-
dom are the transmitted energy, the receiver threshold, and the number of statis-
tically independent target cross section samples. The Resolution-Variant EVSD
includes the time~bandwidth product at each step as an added set of design vari-
ables.) Analytical expressions of the detection and false alarm probabilities and
the average transmitter power cost are formulated for the assumed additive white
noise at the receiver, matched-filter reception at each sequential step, and the
selected decision-processor framework. These expressions are a function of the
introduced design degrees of freedom. A classical optimization procedure is then
employed to determine the 'settings' at each sequential step of the introduced de~
grees of design freedom which minimize the cost function and satisfy the constraint
relationships-~the detection and false alarm probabilities.

In this manner, practical and efficient detection modes were developed to cover a
wide range of surveillance conditions. In the first phase study report (Reference
#1), families of EVSD design and performance parameters are presented for the
non-fluctuating target and the Swerling Cases #1 through #4 where the surveillance
requirements include probability of detection in the range of 0.5 to 0.95, single~
cell false alarm probabilities from 1076 to 10-10 and where the effective number
of resolution cells covered the range of one to 2000 cells. The theory and details
of the optimization procedure are also presented in that report.

The significant average transmitter power savings predicted for EVSD's, coupled
with other generally promising features, has motivated the broadening of the scope
of the study to include the specializing of these modes for specific radar surveil-
lance and acquisition missions, a simulation of performance in order to verify

performance predictions, and a study of implementation.

An important achievement of the program has involved the development of a sequen=-
tial detection scheme (the Resolution-Variant EVSD) for performing the typical
high-resolution surveillance missions of the future. The typically large number
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of fine resolution cells required to cover the parameter space of interest for the

high resolution mission rezults in reduced detection efficiency and a large parallel
signal processing requirement, - both of these effects lead to very high implemen-
tation costs. Since the trend is toward higher resolution requirements, a signifi-
cant portion of the program has been directed toward the design of a practical de-

tection scheme overcoming these high cost factors.

1.2 CONCLUSIONS

A summary and some conclusions of the conducted second phase of the program

are presented below:

1.2.1 RESOLUTION-VARIANT LVSD

The Resolution-Variant EVSD (RV LVSD) (see Section 5) is shown to overcome the
inajor implementation prubii ms involved in the performance of high-resolution
surveillance missions of the future where relatively large time-bandwidth products
are required in order to achieve a specified final resolution cell sice. The large
nun.ber of resolution cells involved in many high resolution surveii.ance missions
preclude the use of more conventional sequential detection modes (even of the EVSD
type) where the same resolution cell size is employed on each sequential step.

This is the case since the average power saving over the use of a .niform search
mode is a monotonically decreasing function of the number of resolution cells
employed, and for the case, say, where a million resolution cells are involved,

the savings are negligible with a conventional sequential detection mode. The imple-
mentation of the great number of parallel signal processing channels involved is an
additional problem. The RV EVSD is specifically designed to overcome these prob-
lems and accomplishes a minimization of both the average transmitter power and
parallel signal-processing channel requirements. The design strategy for effecting
this optimization, roughly speaking, involves the introduction of the time~bandwidth

product at each sequential step as an additional set of degrees of design freedom in
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an EVSD framework; and the use of a 'boot-strap' operation that involves 'tele-
scoping’ to a final fine resolution cell size by stepping up the time-bandwidth product
in controlled amounts on successive sequential steps. When this strategy is com-
bined with the use of an active correlator system on reception, a commonality of
equipment usage is also effected. Range-doppler coordinates of cells exhibiting
threshold crossings are communicated from one sequential step to another so that
the parameter space 'search' is restricted and the number of parallel processing
channels reduced. The RV EVSD also enables the necessary compensation for
doppler envelope compression or expansion as weli as carrier frequency shifts with

a minimum hardware requirement.

1.2,2 CRITICAL COMPONENT

The active correlator signal-processing system required to effect matched-filter
conditions on each sequential step of a Resolution~Variant EVSD designed for high-
resolution surveillance radars where the bandwidth requirements exceed 100 MC

is determined to be a critical component requiring further development. LEmpha-
sizing the importance of the development of this component is the fact that most
surveillance missions of the future are of the high-resclhition type and that system
costs would be excessive if conventional detection modes were employed. The
Resolution-Variant EVSD offers the potential of economical performance of this
mission. The application of high-speed digital techniques is involved in the develop-

ment of the active correlator system.,

1.2,3 GENERAL IMPLEMENTATION CONSIDERATIONS

Only in the case of the high-resolution mission is there a critical component pro-
gram called for. In general, the implementation of EVSD's are concluded to be
well within the state of the design art. In fact, these modes are designed to over-
come the performance and implementation problems associated with the application

of Wald's sequential probability ratio test to the radar surveillance mission, and




yet mai=iain comparable or greater average power savings. By using a relatively
simple decision statistic rather than the likelihood ratio, data-processing require-
ments are alleviated; and by limiting the maximum number of sequential steps to
only two or three, the 'hang-up' phenomenon associated with the performance of

the sequential probability ratio test based radar modes is eliminated. The increase
in energy requirements on successive steps of an EVSD can be accomplished by
employing standard pulses with the number in a pulse train on a sequential step
made compatible with the energy requirements of that step. Conventional radar
integration techniques are involved. Indicative of the practical nature of these
modes is the fact that conventional high~inertia beam steering radars can be adapted

for their use.

1.2,4 EVSD SIMULATION PROGRAM

A verification of the predicted performance of specific radar surveillance missions
when employing an EVSD mode has been obtained with a simulation program imple-
mented on the IBM 7090 digital computer (see Section 4). In general, deviations

of the simulated test performance were less than 1 percent of the computed results
for representative EVSD's designed for the detection of each of the five {arget types
considered in the program, This verification, coupled with the fact that the rela-
tively simple decision processor framework of EVSD's yield closed forn: expres-
sions of performance, lead to the conclusion that a relatively high degree »f con-

fidence can be placed in theoretical predictions of EVSD performance.

The simulation program is designed wiil: sufficient flexibility so that it can be
employed as a general research tool in the further development of detection modes.
An indication of this flexibility, is the ability of the simulation program to check
surveillance mismatch ccnditions (i.e., a simulation of the case where the stochas~

tic properties of the 'actual' target encountered differs from those hypothesized in
the EVSD test design).
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1.2,5 SCAN TIME OPTIMIZATION

EVSD's have now been developed (see Section 6) for those applications where a
number of sequential detection scan 'looks' of a target in the survejllance volume
is permissible and a minimization of the average transmitter power is required
for detecting the target on at 1east one of the scan looks with a prescribed cumula-
tive detection probability. The target type, false alarm probability, and effective
number of resciution ceils are other snecifications for this mission. An additional
degree of design ireedom which is irtroduced in order to obtain the desired power
minimization is the scan time which determines for a given trajectory the average
number of scan looks aad the aliowable integration time for each beam position
'look'. Optimizations have been effected for the two extreme cases of crientation
of the target vector relaiive to the search beam. One case involves the target
velocity vector 'pointing’ directly at the radar. This optimization would apply for
a low clutter environment acquisition phase of an area defense mission. The second
one considered is a gpace surveillance case where the assumption can be made
that the target range is relatively constant for the duration of time it is in the
surveillance volume. EVSD's are concluded to be practical and efficient n.odes
for both applications when the proper scan time is employed. This scan time is
necessarily a function of the stochastic properties of the target type involved and
is specified in Section 6.

1,2,6 EVSD'S WITH A CONFIRMATION DELAY TIME OPTION

The effect of introducing in EVSD designs an option on the time interval employed
between sequential steps was the subject of study, and optimizations were effected
with this added design strategy (see Section 7). Roughly speaking, the delay-time
option EVSD mode combines the previously developed EVSD decision-processor
framework for the Case #2 and #4 targets with an optional mode which is intro-
duced when any of the Ny first step pulses is very large, and the best policy would
involve 'packing' the second-step energy immediately into a confirmation step.




For this event, the probability is assumed to be large that a target is presenting
itself at a favorable (large) cross section, therefore, providing the motivation to
confirm within a time interval which is small relative to the targ:t correlaticn time
so that the target may be 'caught' at its favorable cross section.

Additional power savings with the use of this mode over those obt:inable with a
conventional EVSD were determined to be less than 1/2 db for the Caae #2 target;
not enough for most surveillance situations to justify the use of this more elaborate
mode of operation. This confirmation delay time option mode, however, may offer
a greater pay-off for target types adhering to probability descriptions other than
those considerea in the program. The optimization achieved also demonstrates

the capability of the analytical optimization procedure employed tc accommodate
both additional design constraints and degrees ot design ireed. :¢.

1.3 PLANNED THIRD PHASE CRITICAL COMPONENT DEVELOPMENT
PROGRAM
The planned third phase of the subject contract is essentially a preliminary design
and development phrse of a program leading to the development of a Resolution-
Variant EVSD signal processor capable of meeting the flexibility requirements of
an RV EVSD, and a fina! bandwidth requirement of over 150 MC (see Section 5).
The program will also demonstrate the hardware economy and power savings of
a Resolution-Variant EVSD, This planned program to develop the multiple stage
resolution-variant signal-processing techniques required to efficiently fulfill the
typical high-resolution surveillance missions of the future involves concurrent
efforts in the systems analysis and synthesis ~reas and in the development of criti-
cal circuitry. High~-speed digital technology will be applied to the development of
the active correlator system. Since the signal processor uexibility requirements
for a Resolution-Variant EVSD are sinilar in significaat espects to those of other
important high-resolution radar missions, this development program takes on
added significance.
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SECTION 2

EVSD DESIGN APPROACH

A relatively detailed description of the basic EVSD theory, the decision processor
framework employed, and the analytical formulation of the optimization procedure

is presented in Reference #1. A summary, however, of the basic approach employed
in the development of efficient and practical radar surveillance modes for electronically
steerable array radar systems is presented here in order to provide a needed

continuity to the report.

2.1 TBASIC COMPONENTS OF A RADAR SEQUENTIAL DETECTION MODE

A functional diagram of a radar as seen from the viewpoint of performing the radar
surveillance mission is presented in Figwre 1. It will aid in a review of the basic

components of a radar sequential detection mode.

Figure 1. Radar Sequential Detection Mode
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We imagine the bzam of an electronically steerable array scanning the surveillance
volume fcr the presence or absence of 2 target and we formszlize this surveillance

procedure zt every beam position as a statistical hypothesis test.

What are the basic ingredients of such a test ?

First — the contiguously spaced set of filters, each matched to a return signal

from one of the admissible combinations of target range and range derivatives. These
filiers are the resolution cells, so to speak, which are examined for the presence

or absence of a target. The noise samples from each of these cells are assumed

to be statistically independent.

The decision statistics follow these filters and are functions of the observables
(the sampled matched-filter outputs) and are employed in deciding upon the

subsequent radar policy.

A decision rule is next reguired to determine which of the three possible courses

of action to take on a sequential step.

If we decide that no target is present in any of the resolution cells, we terminated
the test at that beam position and move to a new one. And if the target-present

hypothesis is accepted, we invoke an alarm reaction, typically the initiation of a

tracking mode.

But what if we defer the making of a decision? If Wald's sequential nrobability
ratio test were used (lieference # 4), we would simply request another step or
experiment exactly the same as in the preceding steps. Translated into radar
ferms, chis would mean employing the same transmisgsion and reception characteristics.
Actually, however, a number of the radar parameters which influence the detection
proc«ss are available for shange at a sequential step, in addition to the 'zero-inertia'
beam-steering capability of the array. Theec degrees of freedom include the

transmitted energy, the time-bandwidth prodact, the number of statistically
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independent target cross-section samples, the time interval between sequential
steps, and the decision processor thresholds. So one question we seek an
answer to is the following: How does one use the degrees of freedom to minimize

the costs of performing the surveillance mission ?

2.2 RADAR DETECTION BASED ON THE SEQUENTIAL PROBABILITY RATIO
TEST

To provide a better perspective for the sequential detection modes we have

develoned (the EVSD Class), some aaspects of a detection mode hased on the use

of the sequential probability ratio test are first reviewed. (Radar detection modes

based on the use of the sequential probability ratio test sre treated in References #5

through 9).

First — The sequential probability ratio test can be showvn (Reference #10) to be
an implementation, roughly speaking, of the following logic: If, at a sequential
step, the expected cost can be further reduced by an additional experiment of the
same type as the preceding ones — it is taken. This logic introduces questions
relating to the optimum use of the radar degrees of design freedom which would
permit a change of experiment at a sequential step, i.e. a change of the
transmission, reception, and data processing requirements. The sequential
probability ratio test is only optimum (Reference #11) for the class of tests

involving the same 'experiment' at each of the conducted steps.

A second point is that, for a domain of values of signal-to-ncise ratio below that
employed in the test design (i.e. in formulating the likelihood ratio), the expected
test length (Average Sample Number) is greater than the value for the design signal-
to-noise ratio. That is to say, for lower signal-to-noise ratios, the decision
statistic which undergoes a random walk between the two real numbers employed as
thresholds (see Figure 2) hovers longer, on the average, in the no-decision zone.
(References #5 and #9). In its pure form, this test is also one without a truncation

point.
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Figure 2. Radar Detection Based on the Sequential Probability
Ratio Test

Another source of difficulty with this classical test involves the decision statistic
employed, the likelihood ratio. The decision statistic at the ith resolution
element for the jth step of the sequential prcbability ratio test (Lij) is generated
by forming the ratio of the condiiional or posteriori probabilities of having
observed the sainpled receiver outputs {xij} under the target-present hypothesis
(Hl) and the noise-alone hypothesis (Ho). Two multiple-resolution cell versions
of this test (See Figure 2j are the one of Marcus and Swerling — where an average
likelihood is empioyed (Reference #9) and the Helstrom test (Reference #8) where

separate sub-tests are performed at each resolution cell.

For those target types which are characterized by statistically correlated cross-
section samples from look to look (for example,the Case #1 and #3 target types), the
formulation of the likelihood ratio is complex and taxing on the resulting data-
processing requirements. Since separate decision statistics are required for each

active resolution cell and must be updated at each sequential step, the data-

processing problem is multiplied.
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There is an interest, consequently, in the developinent of detection modes which

overcome some of these difficulties.

2.3 FORMING A COMPATIBLE DECISION-PROCESSOR FRAMEWORK

Rather than use the sequential probability ratio test as the starting point for the
development of an effective radar detection mode, the approach which has been
taken involves initially specifying a multiple-stage decision-processor framework
which is compatible with overall system requirements — then introducing certain
of the radar parameters as degrees of design freedom, and determining the setting
of these parameters at each stage minimizing the appropriate cost function (the
average transitter power) and satisfying the specified detection and false alarm

probabilities.

A list of some of the radar requirements and /or goals, and how they have influenced

the developed sequential detection mode framework is presented below:

2.3.1 RELATIVELY PREDICTABLE SCAN PERIODS

The length of this test at 2 beam position is a random variable with a domain of

values extending from one to the maximum number allowed. By limiting this
maximum number tc only two or thre~ sequential steps, the possibility of an

extended test length at a beam position is eliminated. From the performed
optimizations, the conclusion is also reached that most of the attainable power

savings over the use of a fixed sample size test is realized with a sequential procedure

optimized within a framework of a maximum of two steps.

2.3.2 ECONOMICAL DATA PROCESSING

The desire tc minimize the data-processing requirements for implementing the
sequential detection mode has led to the use of relatively simple decision

statistics in EVSD modes. Rather than use the likelihood ratio, the decision




statistic employed is simply the detected matched-filter output. The sampled
linearly detected output is used for one of the target classes, the slowly fluctuating
class. And the sampled square-law detector output is employed for the other class
where the time interval between samples is lung with respect to the correlation
time of the target so that statistically independent target cross-section samples are

obtained.

2.3.3 MINIMUM PARALLEL SIGNAL PROCESSING REQUIREMENTS

For high-resolution surveillance missions, where large time-bandwidth product
transmitter waveforms are required and the 'covering' of the parameter space of
interest with the fine resolution cell results in a large number of these cells, signal-
processing costs are formicable. A design strategy specifically employed to reduce
both the parallel signal-processing costs and the average transmitter power is
incorporated in a class of detection modes designated as Resolution-Variant EVSD's
and involves the introduction of the time bandwidth product as an added degree of
design freedom. These modes are considered in detail in Section 5, and invelve

the increase in time-bandwidth product on successive steps in controlled amounts
frorm a unity time-bandwidth product signal employed on the first step to the required
large time-bandwidth product signal of the final sequential step. The reduction

in signal-processing requirements results from a commonality of active correlator
equipment usage on successive sequential steps, and by the 'boot-strap' approach
which involves restricting the parameter space search on successive steps by
communicating the range-doppler coordinates of cells with threshold crossings in

1 coarse-to fine-cell telescoping operation from one sequential step to another.

2.3.4 EFFICIENT USE OF THE RADAR PARAMETERS WHICH CAN BE
CHANGED AT A SEQUENTIAL STEP, AND HAVE AN INFLUENCE ON
THE PERFORMANCE OF THE RADAR SURVEILLANCE MISSION

These parameters are the design degrees of freedom of the multiple-stage processor

optimization procedure and their use depends strongly on the specific radar

13
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surveillance situation (for example, the fluctuating characteristics of the target to

be detected, and the resolution requirements for this mission). In general, EVSD's
are designed tc minimize a cost function made equal to the average transmitter
power requirement, since this power is a predominant cost factor for performing

the radar mission. The signal and data processing requirements, however, have
also influenced the 'setting' of these parameters on each sequential step. Implemen-
tation considerations for effecting these sequential step changes are presented in
Sections 3 and 5. The optimum settings of these parameters and performance

predictions for typical surveillance situations are presented in Figures 3 through 13.

These design degrees of freedora include:

a) The Transmitted Energy: The transmitted energy is a major degree of design

freedom, and the sequential step control of the transmitted energy is

employed with advantage for all of the surveillance situations considered.

b) Statistically Independent Target Cross-Section Samples: The number of

statistically independent target cross-section samples employed on each
sequential siep is an important degree of design freedom for those
surveillance situations which permit a time interval between pulses on a
sequential step which is long with respect to the target correlation time.
The minimization is a relatively 'broad' one with respect to this design
degree of freedom, and a typical set of parameters for a twc-step maximum
procedure involves the use of three statistically independent samples on the

first step and six on the second.

¢) Time-Bandwidth Product: The change of the transmitter time-bandwidth

product at each sequential step is an important degree of design freedom
for high-resolution surveillance missions where large time-bandwidth
signals are required. The use of this degree of freedom to minimize
parallel signal-processing costs is discussed in greater detail in
Section 5. This degree of freedom is also important in effecting a

minimization of the transmitter power requirement for the high-resolution

14
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the Detection of Each of Five Target Types

mission. A theorem developed during the first phase of the program
(Reference #1) states that the power requirement is a monotonically
increasing function of the number of resolution cells employed on the
first step of a two-step maximum procedure. This theorem, in general,
leads to the strategy of 'telescoping' to the final time-bandwidth product
on successive sequential steps where we start on the tirst step with a

unit-time-bandwidth product signal.

d) Thresholds: The control of the receiver threshelds on 2ach of the
sequential steps aids in the reduction of power requirements for all of

the surveillance situations considered.

2.3.5 EXTERNAL NOISE IMMUNITY AND THE DECISION RULE

For the conventional EVSD, the target present hypothesis is accepted only when

threshold crossings by the decision statistics have occurred in a commc -~ resolution
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cell for all sequential steps. Ard at the first step that this coincident requirement
is violated in all resolution cells, the no-target hypothesis is accepted and the beam
is movec to another position for a new test. By performing the thresholding
requirement with a decision statistic based solely on the output of that step and
imposing the parametric cell-coincidence requirement on successive steps, a greater
degree of external noise immunity is attainable than can be provided, say, with the
sequential probability ratio test where external noise variates included in the

likelihood ratio on any one step are ‘remembered' for the remainder of the test.

The use of independent dJecision statistics in an EVSD leads to a slight reduction
in efficiency over the employment of a decision statistic on a sequential step which
is based also on the outputs of all preceding steps. This 'loss' in efficiency is
noted in Figure 5 to be less than 0.2 db for the Case #2 target. Both classes of
EVSD's have been developed.

A somewhat modified decision rule is required for the Resolution-Variant EVSD
since the resolution cell size changes from one sequential step to another. The
groupings of cells on successive steps which allow for the acceptance of the target-
present hypothesis must have the characteristic that the resolution cell on a
sequertial step 'embrace' or be coincident with the cell involved on the immediately

following sequential step.

2.4 ANALYTICAL FORMULATION OF EVSD OPTIMIZATION PROCEDURE

The detailed optimization procedures appear in Reference #1, and some of these
procedures are reproduced in Appendies 4, 5, and 6. A classical minimization
is employed. The detection and false-alarm probabilities are the constraint
relationships of the minimization problem; the cost function to be minimized

is made equal to the average required received signal-energy-to-noise power
density. The optimization involves finding the radar parameter settings at each
of the sequential steps which satisfy the constraint relationship and minimize
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the cost. The method of Lagrange Multipliers is used to find this minimum, subject
to the constraints. A group of transcendental equations (one for each of the design
degrees of freedon, for which a simultaneous solution is required result from this
process. A Newton's iteration rule implemented on the IBM 7090 computer is then

employed for solving these equations.

This approachis outlined here for the non-fluctuating and the slowly fluctuating
target types. (Target types which are assumed to maintain a constant cross

section for the dura.ion of the sequential test.)

For this case, the probability of detection may be expressed as

-}
N
P, = / TT QK a, 8, f(e; X)do (1)
) J=1 Yo
a=90
where N = maximum number of steps,
K 2 - ratio of the transmitted energy of the jth step to transmitter

energy of the first sequential step (and where K1=1)

a = a random variable with the probability density function

f(a; X)da
o= o 2E
N
0
where E = received energy of the first step and,
N0 = noise power density
X -

average received signal energy-to-noise power density (i= '&-E—-)
)

The density functions for the Case 1 and 3 target types are:

a2 =
Case 1 = f(a;X)d e =-%— e "4a 2)




— 3 _,2/%
Case 3= f(a; X} a =%‘—;— X 4y 3)
X
. 1 2 2 2
- +
Q(Kja;Bj) = f xe ¢ & Kj * )Io(KjaX)da 4)
B.

J

The integrand of equation (4) is the conditional probability-densgity function of the
normalized linear-detector output X of a matched filter on the hypothesis that
twice the input signal energy-to-noise power density is sz a2,

The expression Q(Kja; Bj), therefore, is the probability of a crossing of the

threshold Bj on the jth step in one of the resolution cells.

The overall false alarm probability (PFO) for the NF resolution elements is

expressed as

NF
= - - {
PFO 1-(1 PFA) {5)
where PF A the faise alarm probability in an individual resolution element; and
for the surveillance situations of interest where PF A <<l1, the
binomial expansion can be used to obtain
Pro™ Nr Pra (6)

PF A is simply the prodnct of the probhabilities of the independent noise sample

threshold crossings in a cominon resolution cell for all sequential steps.

©

N 2
-X“/2
Poy = 11 [ xe X /% ax (7)
J=1
g
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P = e (8)

The expression for the cost function C in terms of the average received signal

energy-to-noise power density required for the no-target case is:

- J -
1 2
- ZN-I 2 2 ;1 g
= +
C =X 1+Ng K., © (9)
" j=1 J
a? —
where > is employed for the non-fluctuating target instead of X.

‘The optimization problem now involves, for the EVSD with a maximum of N steps,
finding the 2N parameters ()_f, Ko, K3 ... KN, 10 91 v e N), minimizing the cost
function C (equation 9), and satisfying the expressions for the probability of
detection Pp (equation 1) and the false alarm probability Pp, (equation 8) for the
specific values Pp 4 and Ppyq.

Lagrange Multipliers are employed to find this minimum, and introducing the

undetermined coefficients 7, and 7,, the following set of equations are formulated:

3P 3P
0C D FA
tT, gt =0 =1, ...... -
58 Y T, 3B, =1, , N-1 (10)
j ] i
P
2c, b, 2Pra_ ., .
5K 'rl 3K 1’2 oK. 352y oun , N. (11)
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N
2 1
1/2 Z ;3j =In PFAO . (12)
=1
X Q(K.a,8.) f(a;X)da = P (13)
f TT S5 SAg IS DO

0o )
The partial derivatives of Py required for this procedure are evaluated by
differentiation of the integrand, and a 10-point quadrative formula is employed
for accomplishing the integration with respect to a.

The simultaneous solution of these equations for the 2N unknowns for the cases

where N=2 and 3 has been obtained by employing a Newton's iteration procedure
implemented on an IBM 7090 computer.

2.5 TYPICAL DESIGN AND PERFORMANCE PARAMETERS

Optimizations of the type described in the previous paragraphs have been effected
for the non-fluctuating target and the Swerling Cases #1 through #4. For the

Case #2 and #4 target types, the added degrees of freedom are the number of
statistically independent target cross-section samples employed on each step.

A relatively complete catalogue of EVSD design and performance parameters is
presented in Reference #1. Typical sets of these parameters are presented in
Figures 3 through 13. An important part of the solution involves a comparison

of the EVSD costs with those of more conventional tests. By comparing the average
transmitter energy requirements of the EVSD with the energy requirements of a
fixed sample-size test where the number of pulses employed is made equal to

the average number used in the EVSD, a measure of the power savings is achieved
for a specified set of surveillance conditions, The set of curves appearing in

Figures 3 through 12 cover the five target types (the non-fluctuating and the
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Sweriing Cases #1 through #4) where the same detection and false alarm
probabilities are specified in order to fucilitate a comparison of detection

requirements.
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SECTION 3

GENERAL IMPLEMENTATION CONSIDERA TIONS

A major emphasis of the second phase of the program has been directed toward
the development of sequentiai detection modes suitable for the high-resolution
surveillance mission where coded transmitter waveforms having relatively iarge
time-bandwidth products are a requirement. Consequently, the general develop~
ment of these modes and implementation considerations relating to them are

treated separately in Section 5.

The most efficient modes for this type of mission involve programmed changes

in the time-bandwidth product as well as the transmitted energy on each of a
number of sequential steps, and matched filters capable of accommodating the
relatively wide variations in waveform characteristics from one sequential step
to another. Time-variant matched filters (i.e. active correlator systems) are
concluded to present the most economical means of meeting the signal-processing
requirements of a Resolution-Variant EVSD. The active correlator system ful-
fills both the flexibility requirements of these modes and has the advantage over
time~invariant filters of permitting the same correlator hardware to be used on

successive steps of the detection mode.

Some general considerations associated with the implementation of each of the

design degrees of freedom of an EVSD are summarized here. Attention is given

specifically to considerations which are peculiar to the realization of an EVSD f
mode in a radar system.

B
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3.1 TRANSMITTER ENERGY CHANGES

The method selected for accomplishing the programmed energy change require-
ments is dependent on the available peak i. 1ismitter power, the resolution re-
quirement, the required increment of programmed increase in energy, and the

target type involved.

A typicrl inerease in fransmitter energy from the first to the second step of an
EVSD with » maxiwum of two steps is noted (see Figures 8 through 11) to vary
from abcut 7 db «t one resolution element to 0 db at 2000 resolution cells, and
for a radar with 100 effective resolution cells, a tvpical increase is 4 db. Em-
ploying transmitter tubes operating at constant peak pow=r, the increase in
enexrgy requirement involves the selection of an ensemble of waveforms for use
on each of the sequential steps which is compatible with both the system resolu-

tion and the sequential-step energy requirements.

For -.ae relatively low time-bandwidth product requirement system, an EVSD
with a maximum of two steps would be employed. For the non-fiuctuating and
Swerling Cases #1 and #3 target types, a single target cross-section sample is
emploved on each step, while for EVSD's designed for the Case #2 and #4 target
types, a group of statistically independent target cross-section samples is a
requiremnent on each sequential step - typically three on the first step and six
on the second step. A non-coherent sum is employed on each sequential step.
For this latter class, where the correlation time is small with respect to the
interpulse spacing, two EVSD's have been developed. One involves constant-
energy pulses for both steps, but where the number of these pulses employed
on each step changes. (These pulses are assumed to yield statistically inde-

pendent target cross-section samples.)

The second type includes, as an added degree of freedom, the single-pulse
energy requirement. The typical average power savings with and without this

added degree of freedom is presented in Figure 7 for the Case #4 target. And
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it is noted that where the effective number of resolution cells is 100 or greater,
the simpler EVSD type, which involves constant-energy samples, yields approxi-
mately the same power savings as the case where the single-pulse energy require~
ment is a degree of freedom. Consequently, for the Case #2 or #4 target, this
EVSD type is recommended where the number of resolution cells is 100 or greater,
and the implementation for this class of target typically involves transmitting three
standard pulses on the first step and six more of these standard pulses when the
second step is employed. A non-coherent integration is only required for each
step.

The increased energy requirement of the second step for the non-fluctuating and
Case #1 and #3 target types is assumed to take place coherently. However, if

a single pulse is employed on the fi st step, a relatively few of these standard
pulses can meet the increased energy requirement on the second step; and since

the non-coherent integration loss is relatively small where a few pulses are in-
volved and occurs on the infrequently used second step, the effective non-integration
loss for the sequential procedure is negligible if non-coherent rather that coherent
integration is employed. For this non-coherent integration case, the same re-
solution cell size is employed on each sequential step, and no modification of the

decision rule is involved.

For the case where the second sequential-step energy increase isobtained coher-
ently, and assuming the use of a single pulse on the first step, the duration of the
first-step pulse could be increased, and a matched filter employed on the second
step to accommodate this changed waveform requirement; or a coherently inte-
grated train of pulses can be employed to accomplish the energy increase. For
both coherent schemes, the resolution cell dimensions are changed from the first
to the second sequential step, and consequently a modification of the decision rule
must be made to allow the acceptance of the target-present hypothesis when over-

lapping resolution cells exhibit threshold crossings on each of the two sequential
steps.
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An indication of the effective resolution requirements of such a system is ob-
tained by superimposing, on a common coordinate system, the signal ambiquity
function contours of the waveforms employed on each sequential step. Schematic
representations of this type for both the increased pulse duration case, and the
coherently integrated pulse train case, are presented in Figure 14, It is noted
that, for the increased time-duration single-pulse case, the intersection of the
first-and second-stev resolution cell inaintains the higher range resolution of
ti.e first step puise of duration rq. and the higher doppler resolution of the sec-
ond step 1/1'2. The effective doppler resolution increase is 1'2/1'1, or the ratin

of the second-step erergy E, lo tnct of the first step E;.

For the case where coherent integration of a train of n pulses is employed with
an interp-lse spacing of T, the increase in doppler resolution of the second step
to that of the first step where a single pulse of duration 7y is used, is the ratio
nTo/Tl. For this example, illustrated in Figure 14, the uncoded pulses of the
second step are of the same duration as the single pulse employed in the first
step so that the range resolution is the same for each step. If the difference
between the maximum admissible target doppler frequency (fy max) and the
minimum doppler frequency (fp min) is large relative to the required doppler
resolution A f, a significant reduction in the total number of deppler filters can
be obtained with the coherent pulse train second step, and the use of a voltage-
controlled local oscillator. In this scheme, the doppler region (fp 1ax~ fD min)
is c ,vered with the relatively coarse doppler resolution first-step filters where
the doppler resolution is 1/7 and the bank of contiguously spaceu doppler cells

would be approximately
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A relatively small bank of doppler filters with doppler resolution 1/nT,, is then
required to cover the domain of doppler frequencies embraced by a single coarse
cell of the first step. The number of these fine cells would be

1
o L i nTo
2 1 Tl
aT
o

A voltaze-controlled local oscillator would be employed in this EVSD scheme to
effectively shift the fine bank of second-step doppler filters to the doppler fre-
quency region where a first-step threshold crossing was recorded. So the total
numbe:: of doppler filters employed is (fp a0 = fp min) 71 + nTo/Tl. Ina
conventional detection scheme, a covering of the whole doppler space of interest
with the fine doppler cells would be required (that is, the number required would
be mg = (fp max = fD min) nTo). The coarse~fine resolution scheme implicit in
this EVSD implementation involves matched-filter processing on each of the se-

quer.tial steps, and should not be confused with previously proposed coarse-fine

resolution schemes which involve a single step of transmission. In these schemes,

a significant mismatch is tolerated upon reception for the coarse-cell processing.

In addition, no attempt at achieving the increased efficiency of a sequential de-
tection mode is attempted in these other schemes. The unique features r~f i
resolution-variant sequential detector in increasing the detection efficiency are

discussed in the following paragraphs.

3.2 SEQUENTIAL STEP TIME~BANDWIDTH PRODUCT CONTROL

A theorem developed during the program (See Reference #1) states that the trans-
mitter power requirement of an EVSD is a montonically increasing function of the
number of resolution cells employed on the first step of a two-step maximum
procedure. This is the case since the use of the second sequential step in a no-

target environment depends directly upon the number of false-report inducing
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possibilities of the first step. So the obvious strategy in general for a two-step
maximum procedure involves the use of an uncoded (unity time-bandwidth product
pulsej on the first sequential step and employing the coded waveform meeting the
system resolution requirements on the second sequential step. To achieve the
predicted efficiency, it is necessary to accommodate in the receiver signal
processor the change in transmitted time-bandwidth product so that matched-
filter operation is approximated on each sequential step. The previous catalog
of families of EVSD design and performance parameters appearing in Reference
#1 are still applicable for resolution-variant EVSD's with a maximum of two
steps. These EVSD's were designed for the case where the same resolution cell
size was employed on each step. To use these data for the resolution-variant
EVSD with a maximum of two steps, it is simply necessary to interpret the ef-
fective number of resolution elements as the number of resolution cells employed
on the first sequential step. The single-cell false-alarm probability Pp, em-
ployed as a fixed requirement for this data is now interpreted as the false-alarm
probability in a two-step coarse-fine parameter cell pair. The total false-alarm
probability at a beam position Pp( is expressed as

T2 ¥
T

ot
b

where mq is the effective number of resolution cells used on the first step, and
T;W; and ToWj are the time bardwidth products of the first and second sequential
steps respectively. The interprtation of detection probability remains the same.

For the case where the needed surveillance resolution imposes very large time-
bandwidth product requirements (say greater than 10,000), it is desirable, for

a number of reasons, to ""telescope'' to the final resolution cell size in more than
two sequential steps. An optimization for such a high-resclution requirement

has been effected and is considered separately in Section 5.
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No special problems are encountered in implementing the sequential-step thres-
hold control requirements of an EVSD.

3.3 EVSD IMPLEMENTATION FOR HIGH-INERTIA BEAM-STELRING RADAR
SYSTEMS

A particularly interesting feature of the Energy-Variant Sequential Detector is
its adaptability for use with high-inertia beam-steering antenna systems. For
example, if an EVSD with a maximum of two steps were employed for a radar
with an antenna of the parabolic reflector type, two beam positions, separated

a few beam widths apart, can be effected with offset waveguide feeds to the
antenna, Operating at a constant rotation rate, the lead beam position would be

in continuous use for the first sequential step with transmitted energy E,. Thres-

hold crossings of this first sequential step would be memorized, and when the
second or lagging beam (which normally would not be powered) was in the beam
position of a first-step threshold crossing, a waveguide switching system would
program a second-step energy requirement to this lagging or confirmation beam
system. In this manner, the appreciable power savings of an EVSD over the use

of a uniform search mode can be achieved with a high-inertia beam-steering

system,
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SECTION 4

EVSD PERFORMANCE SIMULATION

A verification of predicted performance of the developed EVSD modes is accomplished
with a simulation implemented on a digital computer (IBM 7090).

The developed EVSD simulation program has been designed with sufficient flexi-
bility so that it can also be used as an effective research tool enabling mode eval-
uations, which would be difficult to perform anaiytically.

In general, however, the relatively simple uecision processor framework of the
Energy-Variant Sequential Detector leads to correspondingly less complicated prob-
ability distributions describing system performance than those, for example, en-
countered in sequential modes based on the adaptation of Wald's sequential prob-
ability ratio test to the radar surveillance mission.

Performance predictions for the sequential probability ratio test based detection
modes hinge upon the solution of a relatively complicated random walk problem,

the one involving the random walk of the likelihood ratio from one sequential step

to another between the upper and lower thresholds of this test. In general, only
relatively crude bounds on performance can be obtained for this detection mode.

On the other hand, EVSD's employ 2 maximum of only two or three steps and employ
relatively simple decision statistics, so that closed-form solutions are attainable

(for example, see Section 2 and also reference 1),

Consequently, a relatively high degree of confidence can be placed on the accuracy
of the theoreticel predictions of EVSD performance for the assumed target types

and matched~filter receiver conditions., And the excellent correlation obtained between
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the analytically predicted results and those obtained by the simulation program verify
the original computations of performance. In general, the simulation results deviate
by less than 135: from the analytical predictions.

4.1 BASIC LOGIC OF PERFORMANCE SIMULATION

A fundamenta’ aspect of the developed EVSD simulaticn program involves effecting
an antheutic simulation of the sequence of sampled linearly detected matched-filter
outpute {yn} both within a sequential step and from one sequential step to another,
and all within a common resolution cell. This simwulation, moreover, is required
for all of the five target types considered in the program, the non-fluctuating and
the four fluctuating types of Swerling (Cases #1 through #4). The probability density
function of n sanipled outputs {yn} jointly with the sampled eignal variates {an>

may be expressed as:

f(yl. y20 ooyn, al, 02, e ~an) dyl dy20. odyn dal, ddz-..dan

n (14) :
= ir[ f(y;/ay) dy; fleqsag,...anX) de;dag...day, I
where the conditional probability density function
Yiz Ta 12
f(yi/ap)dy; = ve 2 I, (o X;) dy; (15) :

2E;

No
(E; is the received energy on the ith pulge and N, is the noise power density.) The

{8 the well known Rice cr modified Rayleigh distributic'. wiere & =

»
»

joint density function of the sampled target cross sections, or correspondingly, the ‘

received signal energy variates to noise power density is the quantity

flay)Qgyeeelly, X) da, day...da, where X is the ratio of average received '
energy E to noise power density N,. The basic logic of the simulation is presented

in kigure 15 for a single resolution cell. A variate y; representing the sampled
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matched-filter output at the ith sampling is simulated by first selecting two inde-
pendent samples (X; and X5) from a normal distribution (mean values of zero and
variance of unity). These values represent the normalized quadrature noise samples
in the predetection section of the receiver. The signal variate a; is then selected
from a random-number program simulating the probability density function of the
target type of interest. (Two spectral characteristics are considered; for the Case
#1 and #3, only one signal variate sample o is selected and is employed for the dura-
tion of the test on all sequential steps. increases in transmitted energy from one
sequential step to another are then effected for this slowly varying class of target=
by simply multiplying the selected o by an appropriate constant. For the Case #2
and #4 target types, independent selections of target crose~-section samples are made
for each pulse within a sequential step and from step to step.)

The quantity y; =J an + (Xjo + ozi)2 is then formed, and the set of {Yi} formed in
this manner can be shown to represent the set of sampled matched-filter outputs
with the joint distribution defined by equations 14 and 15. The decision statistic for
effecting a threshold comparison with the threshold B; at the ith step is simply the
matched-filter output y; for the Cases 1, 3, and 5 target models, and for the Cases
#2 and #4 target, the sum of the squared outputs at a sequential step. A progr.
option allows the use of a decision statistic at a sequential step which includes the
summed outputs of preceding steps. The decision rule logic for the EVSD under
test is then introduced and the test proceeds until a decision is made on the accept-
ance of the target-present hypothesis., Threshold crossings of the decision statistics
are required at each of the sequential steps in a common resolution cell in order to

accept the target-present hypothesis.

For each surveillance situation simulated, the test is repeated about 2000 times in
order to effect statistically significant estimates of the detection probability and this
estimate is simply the ratio of the count of the number of times the target-present
hypothesis was accepted to the total number of replications. Verification by simu-

lation of false alarm probability was not considered necessary since the analytical
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expressions of false alarm probability for the target models considered are relatively
simple and computed values of this probability can be assumed to be relatively error
free. A simulation of these typically low values of probability would also involve a
prohibitively large number of replications of the test procedure in order to effect
statistically significant values of this error probability.

A typical set of results for the performance check of EVSD detection probability is
tabulated below. Tie case considered here is an EVSD designed for the detection

of a case #3 target, and where the single-cell false alarm probability is 10~8 and 19
resolution cells are involved. The first column presents the theoretical predictions

. for the thresholds and energy levels employed, and the second column presents the
estimated values. For each sst of predicted error probabilities, the threshold set-
tings and the received ratios of signal energy to noise power densities are made equal
to the optimum quantities minimizing the average energy requirements. So that a
verification of detection probability is, in effect, an implicit verification of these

minimum energy designs.

The number of replications for this test was 1000 and the average deviation from
the predicted values is noted to be less than 1 percent.

Py, (Predicted Values) QD (Estimated Values)
0.5 0.48899
0.6 0.60399
0.7 0.70400
0.8 0.80400
0.9 0.8932¢%
0.95 0.93800

4.2 TABULATION OF EVSD SIMULATION PROGRAM INPUTS

A list of the program inputs and outputs is presented here, and it demonstrates some

of the program flexibility making it useful as a general evaluation tool. One feature
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noted in this tabulation is that provision is made for creating a surveillance mis-
match situation. That is to say, one where the 'actual' target present differs from
the one employed in the design of the sequential test. The sensitivity of an EVSD
to such mismatch conditions can thus be evaluated.
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Program Inputs

a.

b.

C.

d.

€.

f.

Target Type D1 - Case 1 Fluct. Actual Target Al ~ Case 1 Fluct.
Design D2 - Case 2 Fluct. Type A2 - Case 2 Fluct.
D3 - Case 3 Fluct. A3 - Case 3 Fluct.

D4 - Case 4 Fluct. A4 - Case 4 Fluct.

D5 - Non-Fluctuating A5 - Non-Fluctua-

(Case #5) ting (Cse #5)

Maximum Number of Sequential Steps M
ThreBhOIdS - 81’ % oo .BM

Required signal energy to noise power density on each sequential step.
(Single- Pulse Specification) Xy, Xo...X); (Input will be specified in
db (10 log X))

Design Performance:

1. Probability of Detection (Pp

2. Probability of False Alarm (Ppp)}

3. Effective Number of Resolution Cells (Ng)

Number of statistically independent target cross-section samples on
each sequential step. (N7, No, . ..NM)

(For the non-fluctuating and Cases #1 and #3 target models N; = 1 and
Ng = Ng «.. Ny = 0)

(That is to say, there is only one independent sample for the duration
of the test. Each step involves a single pulse of energy of the specified

values for this class of target types.)




g. Decision Statistic at Each Sequential Step

(1) Non-fluctuating and Case #1 and #3 target models.

Decision Statistic - Linearly Detected Matched-Filter
(Y) a ith step.

Y, =Jx12 + (Xg + ai)z (16)

where X; and Xy are statistically independent samples of a normal

distribution with mean value of zero and variance of unity.

a; = K; a, where Kiz is the ratio of the energy employed on the

ith step to that employed on the first step; o o 18 obtained from
the density function.

For Case #1 Target:

2
aO
f(ozo;X)d=§—e do . (17)
1
2 %
K‘l == e
Xy

For Case #3 Target:

3 _ .2
f(ao;'}-()da=§g-2—ea /X da (18)

X

(2) Case #2 and #4 Targ~t Models

f

th ! Yilz “

Decision Statistic at i™ step jz:l 8 :
= 1

(Independent Case)

where

o

2 2
Yy = X) + (x2+°‘ij)
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9.nd¢)zij is a statistically independent sample obtained from the
appropriate probability density function.

For Case #2 Model:

2
aij
- a;; 2%
f(aij. X)) dcxij =?(il e dczij (19)
For Case #4 Model:
3 o4 2
——
f@;., X d —ffﬁ- X 4 20
iy’ Xy Uy="3% ¢ i (20)

X

2) Independent vs. Dependent Case

Independent Case - implies that the ith step decision statistic is

simply based on the outputs of the ith step. (This is the general

case as previously specified.)

Dependent Case - For some EVSD designs with a maximum of two

steps, the second-step decision statistic is a function of both the
first- and second-step outputs.

For the non-fluctuating and Case #1 and #3:

Decision Statistic at 2nd Step (Y1 t Yo)

For the Case #2 and #4 Target Types:

Decision Statistic at 2nd Step

"N 2 N. 2
zf . +§f Y25

> _ > (21)
i=1 j=1

h. Number of Replications .
Yi'
i. Quantization Specifications - Provisions for Quantizing Y; or —EL

2
or (Yi or Xij /2) can be specified as analog.
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O. Program Outputs

a. Estimated Detection Probability -

E(Pry) = Number of Registered Alarms
D Total Number of Replications

b. Use of Each Step -

Number of times ith step is employed.
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SECTION 5

OPTIMIZATION OF THE HIGH RESOLUTION SURVEILLANCE
MISSION-RESOLUTION VARIANT EVSD

Special consideration has been given during the study to the development of sequential
detection modes which minimize the cost of performing typical high-resolution sur-
veillance missions. TLe radar missions in the class considered involve the use of
coded high time-bandwidth product waveforms (pulse compression systems) for ob-
taining the required resolution of say a small cluster of targets, The environment

is assumed to be relatively free of clutter targets so that the major false report in-

ducing events are due to the receiver thermal noise.

Two major problems arise in the implementation of a radar for effecting this high-
resolution mission, First, it is noted (for example, see Figures 3 through 8) that
the average power saving of a constant resolution sequential detection mode over

the use of a uniform search mode decreases as the number of resolution ceils in-
crease, So for example in a radar with a million rresolution cells, the power savings
would be less than 1/2 db for an EVSD employing the same time-bandwidth product

waveform,

The second major problem with high-resolution missions is the cost of implementing
the receiver signal-processing requirements., The signal-processing costs are an

increasing function of the number of resolution cells, so that for a million resolution
cell radar, the costs are formidable for implementing the parallel signal-processing

requirement,

5.1 RESOLUTION-VARIANT DETECTION THEOREM

An important theorem developed during the program (see Reference #1) states that
with the introduction of time~bandwidth products of the transmitted signal as a degree
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of design freedom, the average transmitter power requirement is a monotonically
increasing function of the number of resolution cells employed on the first sequential
step of an EVSD with a maximum of two steps. The proof of the theorem is relatively
simple and is based on showing that the expressions for the detection and false alarm
probabilities in a final resolution cell are the same as for the constant resolution cell
EVSD, but that the cost function is noted to be a monotonically increasing function of

the number of resolution cells employed on the first step.

This theorem provides a clue to the design strategy for minimizing average power
requirements, It suggests the use of an ensemble of transmitted waveforms for the
sequential test which involves the use of a unity time-bandwidth product signal on the
first step and the final large time-bandwidth product signal on the final step, An op-
timization program with the time-bandwidth product as a degree of freedom at each
sequential step has been developed which verifies this strategy.

5.2 COMPATIBLE STRATEGY FOR MINIMIZING AVERAGE TRANSMITTER
POWER AND SIGNAL PROCESSING COSTS !
The maximum number of sequential stepys to be emploved, and the time-bandwidth
product used on the intermediate steps are strong functions of the requirement for i
a minimization of signal-processing costs. Briefly, the strategy involved in min-
imizing the number of parallel signal-rrocessing channels involves the use of the
same set of active correlator signal-processing channels on successive steps, but
where the effective resolution cell size of each channel becomes progressively
smaller from one sequential step to another, By controlling the increase in time-

bandwidth product on each sequential step, and comn.unicating from one step to

ey

another the range and doppler coordimates of threshold crossings, the 'telescoping' _%
or 'boot-strap' operation of programming the active correlator channels to represent
a set of fine resolution cells embracing the target on the final step is accomplished. i

A representation of this commonality of signal-processing equipment is presented
in Figure 16, and a schematic representation of the signal ambiguity diagram for a
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three-stage resolution-variant sequential procedure is shown in Figure 17, The
'dissecting' of the resolution cell containing a target on successive steps with an
N-chanrel active correlator system is schematically illustrated in Figure 18, For
this case, the factor of time-bandwidth increase is the same for each step so that
for a sequential mode with a maximum of N steps and a final time bandwidth re-
quirement of TW, the factor of increase on each step would be (TW) v N.

As an example illustrating the effectiveness of this resclution-variant strategy for
reducing signal-processing equipment costs, consider a million resolution cell ra-
dar, That is to say, a radar which would require a million resolution cells to
cover the parameter space of interest with the required fine-resolution cell,
Assume a time-bandwidth product of 10, 000, and that a 'covering' of the target
range-doppler uncertainty space if a unity time-bandwidth product signal were
used, would be 100 cells. Now consider a resolution-variant sequential mode
employing a maximum of three steps, a unity time-bandwidth product pulse on the
first step, and coded waveforms on the second and third steps with increases in
the time-bandwidth product of 100 on each of these latter two steps. A 100-channel
active correlator system can now be programmed for use on each of these three
steps, and assuming the use of a few 100-channel units to accommodate various
multiple target clusters, the million parallel processing channel recuirement haa
been reduced to that of a relatively few hundred !

A common design strategy has thus been evolved which effectively minimizes both
‘he required average transmitter power and tha receiver signal-processing costs,
The sequential detection modes developed with this resolution-variart strategy have
been designated as Resolution-Variant EVSD's, These modes also include the trans-
mitter energy and receiver threshold on each sequential step as design degrees of

Ireedom as in the more conventional EVSD's,

5.3 RESOLUTION-VARIANT EVSD DECISION RULE

The decision rule for the Resolution-Variant EVSD involves the acceptance of the

target-present hypothesis only when threshold crossings have occurred in successive
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Sequential Steps in a Range-Doppler Parameter Space
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step resolution cells which form what may be d~ecribed as a composite cylindrical
resolution cell grouping. Figure 17 indicater, sich 2 grouping. That is to say, the
resolution cell involved at each step must en*"race or be cotncident with thie cell in-
volved on the immediately following sequenti: - e, For the first sequential step
where this composite cylindrical resol:iic: s# -equirement is violated, the no-
target hypothesis is accepted and the beuwi: 3+ ...¢d to a new pasition,

For the case where the same resolution-crl! ¢« ze is employed on each of the sequential

steps, the decision rule reduces to thai of the n ovlar EVSD's and is defined in
Sectiou 2,

5.4 ANALYTICAL FORMULATION OF THi. kY EVSD OPTIMIZATION
PROCEDURE
The analytical procedure for selecting at eacl - az-Mal 2i-7. .2 f-annnitter
energies and receiver chresholds minimizing the average transmitter power re-
quirements for a specified set of surveillance conditions, and where the time band-
width product changes are specified, is similar to the one developed for the more
conventional EVSD's. An outline of this procedure is presented here for the detec-
tion of a non-fluctuating target and where a maximwn number of steps of N is

employed.
The expression for the probability of detection Pp is:

N
Pp = || Qe s (22)
i=1

where the Q function and the parameters ¢ a .d Bj have previously been defined in
Section 2,

The probability of a false alarm in at least one of the cylindrical resolution sets of

cell combinations (Ppg) may be expressed as:
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where the X's refer to the detected outputs on successive steps in cylindrical resolu-

tion sets of cells, The factor F; is the ratio of the time-bandwidth product of the (!
step (TW), to that of the (i - 1) step (TW), _ :

(TW),
F, = =———— (24)
bWy,
Sy LS L 2L0l8 Uit mgmng af measlutian aslle w0t e

St L wav DAL b gl

doppler uncertainty space with a uniiy time-pandwidth product signal,

The total false alarm probabi’ity PFO (equation 23) may be approximated as:

N

2
v 1o B
Poo~ Dy T|— Fy|e j=1 (25)
1=2

by making use of the binomial expansion, and in general that the quantities e 812/2
<<1, The development is similar to that employed in the resolution-variant theorem,

N
The product -‘T Fj 18 equal to the time-bandwidth preduct of the last stage (TW)y
i=2

since the time-bandwidth product of first stage is unity and the intermediate stage
TW's are cancelled in the product of ratios, This last stage time-bandwidth product

(TW)y ylelds the resolution required of the mission and, therefore, the factor in
equation (25)
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N
ny T[ Fy=n; (TW)x = Ny (26)
1=2
vhere Ny is the mnnber of the firc iast-staze resofution cells which woulc be re-
auiresl to cover the total parameter ncertairn svace, The expression

N

a2
j=1 ’

e

may be given the interpretation of an equivale:. . "-zle~cell false alarm probability

(Ppp) where the siugie~cell dimensions are the«e . \he final sequential step, Enua-

tion (25) may now be expressed &s

Peo = NpPpy (27)

where

N

. 2

N I

. - j=1 2

Np = n T| Fjand P, = e (28)
{=2

By using the equivalent cell interpretation of equation (27) and {28), a single-cell
false alarm probability basis of comparison with fixed sample size tests and EVSD

tests with constant resolution is achieved.

The cost function, here again as for the conventional EVSD design, 18 made equai
to the averagze received energy tc noise power density required to perform the

specified surveillance mission and may be expressed as:

J-1
B2
N J-1 - 2
c - @, . a2 -1%2 Z a2 . =1
2 > nle 5 nl —]-T K e
J=3 K =2
(29)
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The optimization problem now invoives determining the design parameters ga‘f
an:i 3 B i z minimizing the ccst (E) (equation 29) and satis{ying ihe detect..~
nrobability (Pp) (eauation 22) and the totsi ialse alarm probablility (PrQ) (equa-
tior 25), Thre final resolution cell size, and consequently the time-bandwidth
prudi-.t is an additionally specificd quantity, Using this time-bandwiddi pmduct,
and the admizsasble range~doppler parameter space of the target, the number of
final resolut:on cells required to cover the admissable target parameter space Ng
can be ~dmputea, and the false alaim remuirement can be made n terms of (PF A),
the equivalent singl. -ceill faisc alarm probability (equation 25), The Hria-
Landwidth incease on .ccessive steps ; Fi% are inputs to this energy minimiza-
ion procecure, and are miinly a function of the signal-processing scheme for ef-

fectiug a commonality of equip.ment usage on successive steps.

The minimizatisr of T is now o5teincd using the method of Lagrage Multipliers as
$20 . 5 mwe mamwenticngl FUGOg (See Section 2 and Appendix II), The expression

for P and PF A are the cuuzirerat 1eiationships for this procedure,

Design and performance parameters for a typical surveillance situation obtained
with this procedure are presenied in Figures 19 and 2¢, A Resolution-Variant
EVSD with a maximum of three steps is considered with the required time-band-
width product of 10, 600 obtained by stepped-increases of 100 on the second and

third step. An indication of the significantly increased average power saving of

an EVSD with the same time-bandwidth product on each step is displayed in Fig-

ure 19, (It is assumed that the unity time-bandwidth signal of the first step covers
the target range~doppler uncertainty space in 10 resolution cells,) In this figure,
the power savings over the use of a fixed sample eize test or uniform search mode
are presented for both a conventional EVSD, and the Resolution-Variant EVSD for
the same P and equivalent single~cell false alarm probability Pps. It is important
to note in th:> I‘gure that the scale of the abscissa represents the total number of
resolution cells for the 'constant resolution' EVSD, and only the first-step resolution
cells for the Resolution-Variant EVSD. The two curves are noted to be practically

53

A 4




00000}

ASAT WP BA~UOTINIOLSY © JO BUL\US Jamod afeIeay 61 aanitg

ST NOILNTIOSIH S0 HIENNN 3AILIIH43

00C'0l 000!

001

r

i

~ O0SA3 TWNOLL{IANDD

/,
\—- DIIAYS &.ix/

<

S~

g-01= Vid muv v 3STW4 40 ALiNIBYEONd
80 =04 NOILIALIO 40 ALIIBVEONd
ONILVALINTIS-NON -IdAL L398VL

€ = SAILS JO WININN NNNIXYIN

N

N

-~ NOILNTIOS3Y V

40 SONIAVYS H¥3IMOd

GSA3 LNVINVA / o

- ]

t

a—d

o ——

Nt

I T B R I AR

80 NI SSNIAVS ¥3MOd 3IOVEVAY

54




e A YR, SRV

ARt

R

|
STEP ®3 ENERGY REQUIREMENT [

\
“
¥
R ENT
STEP %2 ENERGY REQUIREM: 7 ~——_
12 hSTEP ®3 THRESHOLD LEVEL - -
- STEP ®) LnERGY REQUIREMENT
b
S
10 }STEP ®2 THRESHOLD ™ S S S——
— -

LEVEL
LN

RS amen auELe aias SEwe ’
/ :———J-_._
P \‘

8 > l gy
/ = “A_ster 1 THRESHOD LEVEL =~
-
/—-

DESIGN PARAMETERS IN DB RELATIVE TO THE NOISE POWER DENSITY

6 7 1'ME-BANCWIOTH PRODUCT RESOLUTION-VARIANT EVSO
Pid ON EACH SEQUENTIAL STEP MAXIMUM NUMBER OF STEPSs3
7/ FIRST STEP TWs| TARGET TYPE ~NON-FLUCTUATING
SECOND STEP TW 100 PROBABILITY OF DETECTION Pg=08
‘4 THRD STEP TW<10,000 ~|™~ PROBABILITY OF FALSE ALARM P, el
i L

3 | | :

I 10 100 1000 10,000

EFFECTIVE NUMBER OF RESOLUTION CELLS ON THE FIRST SEQUENTIAL STEP

Figure 20, Design Parameters of a Resolution-Variant EVSD

coincident, so for example, if it is assumed that the first step covers the range-
doppler uncertainty space in 10 resolution cells, the power saving of the Resolution-
¥Yariant EVSD over the use of a constant resolution EVSD is noted to be 3,7 d, ap-
proximately the difference in power requirements of a 10 resolution cell radar over
the use of a 100, 000 resolution cell radar,

Design parameters for this Resolution-Variant EVSD are presented in Figure 20,
For the sake of comparison, the energy and threshoid requirements of a conventional

EVSD adhering to the same set of surveillance requirements are shown in Figure 21,

.5 TRAFFIC HANDLING IN A RESOLUTION-VARIANT .0

The commonality of usage of one or two sets of active correlator channels to handle
the signal processing of a Resolution-Variant EVED on all sequential steps imposes
a need for a multiple target-handling priority logic. For example, if the pseude-

random phase-reversal coded waveform and active correlator system described in
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Pp = 6.8, Ppy = 1078
Section 5. 11 is employed, 2!l multiple~-target report combinations can be handled
with one set of correlators with the exception of a combination of target reports
that involve the same range bin but different doppler channels, For this case, a
maximum likelihood or 'greatest of' procedure can be used for selecting range-

doppler bins to search on subsequent steps,

An important question to be answered when this type of 'greatest of' logic is used
is the following: What is the degradation of performance due to mistakes made in
selecting a noise-alone channel rather than the channel containing the signal on a
sequential step? The conducted analysis shows that for the case where a signal
channel is competing with 10 noise-alone channels, the reduction in detection

probability for a three-step maximum procedure is less than 9, 1%,

The computations are based on the developed expression of the probability that with
n + 1 channels, n of which contain noisc alone, and one contains the return of a non-

fluctuating target plus noise, the matched-filter output of the signal channel will be

T ereevaiae me ——— it a—— o«
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beth greater than that of the n noise channels and cf the threghold 8. This
prokhability ia: ‘

o 2(1:1)
Pomy e 4
Pp, = E: =% \P) P19 ( =1 By \'P*l)@")

2 P+
P=0

where Q. 3} is the Q function defined in equation 4 of Section 2.4, n; + 1 is the num-
ber of target bins involved in the priority assignment of the lth sequential step, and
ai2/2 and g are the receiver signal energy to noise power density and the threshold,
respectively, of the ith step. The probability of detection of the sequential mode is
the product of single-step detection probabilities of equation 30 for each of the N
steps. The development of equation 30 is presented in Appendix 1.

5.6 ENVELOPE AND FINE STRUCTURE DOPPLER

In conventional radars employing low time-bandwidth product signals, the affect of
envelope compression due to target doppler is neglected. Uncompensated-for

envelope compression does nct significantly degrade systermu performance if the
inequality
\'A 1

C << 7w e

is true, (For example, see Elspace, Reference #12 for a development of this
inequality) where V is the target dopnler velocity, C is the speed of light, and T
and W are the time duration and bandwidth of the transmitted signai, This in-
equality is based on assuming a constant velocity target, and for this case, the re-
turn signal at delay 7 (t) can be shown to be:

‘ J2n (t, - V) ¢t -73)
1~ C 0 (o]
v E-T(t)=u [1+}\;§'5 (t -ro’)] e (32)
1 -V/C Y}
where the complex modulation function is u TTV/C t-75)
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1-V/C
1+V/C

tion function is indicative of the compression or stretching of the returns signal
modulation time scale,

where ¢/ » %9-, and the factor appearing in the argument of the modula-

For a transmitted signal of duration T, the compression increment or error in the

argument of u &) is:

1-vVv/C _ 2V/C 2V
<1'1+V7C>T' T+v/c’ T~ @3)

and the criterion of keeping this time increment small with respect to 1/W leads
to the inequality of equation (31),

v 1
C << 2TW

(34)

For those high resolution radars, where the relationship of target doppler velocity
and time-bandwidth rroduct is such that the inequality of equaticn (31} is violated,
considerable hardware complications are introduced if the envelope compression
is to be compensated for the full range of possible doppler shift in a fixed sample
size test,

The Resolution-Variant EVSD employing time-varying matched filters, or active
correlators, provides a good method for introducing the required compression in
the receiver signal precessing with a minimum hardware requirement, In general,
the procedure {nvoives a compensating compression or expansion of the cross=-
correlation signal time base at a sequential step employing doppler information
obtained from the immediately preceding sequential step. For example, consider
the pseudo-random phage-reversal coded waveform ensemble of Section 5.11. To

compensate for an estimated doppler shift V, say estimated on the second sequential
1+V/C
1-Vv/C
times the transmitted phase-reversal modulation frequency. This boot-strap opera-

step, the new 0-180 degree phase-reversal frequency would be

tion from one sequential step to another significantly reduces the number of parallel

channel compensations which would be required if a 'single shot' mode were employed,
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5.7 ACTIVE CORRELATION SYSTEM

A marked reduction in the number of parallel processing channels required {s ac-
complished by the dual measures of programming a gradual increase of the «ime-
bandwidth product on success:ve steps of the multiple stage decision processor,
and employing an active correlation system as the basic signal processing scheme
tor approximating matched filter requirements on successive sequential steps.
The signal processor must accommodate changes in the transmitted signal time
duration, bandwidth, and the waveform 'density' and other fine-structure wave-
form details.

A general conclusion reached from the implementation investigation which has been
conducted is that an active correlation system represents the most effective way of
meeting the signal-processing flexibility and economy demands of an efficient high-
resolution surveillance mode. That is to say, a basic choice must be made between
time-variant and time-invariant filtering systems; and for the RV EVSD the time-
variant processing or active correlation systems is most compatible with system
requirements, A conceptual diagram of such a multiple-stage cross-correlation

system is presented in Figure 16,

A commonality of equipment usage in the active correlator system is effected by

a 'boot-strap' operation that involves both a controlled gradual increase of time-
bandwidth product on successive steps of the multiple-stage processor, and a
communications to the programmer of the parameter coordimtes of the resolution
cells exhibiting threshold crossings at a sequential step so that tha parameter
space surveillance on subsequent steps can be limited, In this mamner, the same
correlation and signal generation equipment can be employed on successive steps
representing different resolution cell sizes. In effect, each sequential step is
employed to accomplish a dissection of a resolution cell of an immediately preced-

ing step,
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(The target-present hypothesis is only accepted when thresiicld crossings occur in

an admissable combination of successive sequential step paramezer cells. )

Flexibility in the active correlation system is achieved by a digital control (and
for some waveform ensembles - the generation of modulation) of the delayed and
frequency=-shifted correlation signals employed as the 'guesses' of the return
signal,

5.8 SIGNAL AMBIGUITY DIAGRAM OF LESOLUTION-VARJANT SIGNAL
FROCESSOR
A schematic representation of the signal ambiguity space for a three=step ma<iinur
procedure is presented in Figure 17, A pseudo-random phase-reversal code is
used to illustrate this telescoping to a final resolution cell size in three sequential
steps. The target is declared present only when threshold crossings occur in an
admissable combination of 'coarse' - 'medium' - 'fine' cell combinations at each
of these three sequential steps. Such a combination is illustrated in Figure 17,
The sidelobe levels are also, of course, a function of the waveform and time-
bandwidth proiuct employed on each of the sequential steps, A task of the next
phase of the program will involve a more detailed analytical treatment of the
multiple-stage target resolution process which would include computation of side-
lobe characteristics at each of these stages for specific waveform ensembles. A
statistical analysis of errors in the decision processor will then be conducted as

a function of these more detailed resolution models.

5.9 WAVEFORM ENSEMBLES FOR THE RESOLUTION-VARIANT EVSD

The waveform design of the successive steps following the conventional unity time-
bandwidth product initial step will be influenced by both the anticipated target en-
vironment and impiementation considerations, Examples of sighal ensembles which

may be employed in a Resolution-Variant EVSD are presented in Figure 22 for a
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Figure 22, Typical Waveform Ensembles for Resolution~Variant EVSD
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three-step maximum procedure with coded wavei:yms employed on the 1agt two
steps. These include: (1) the pseudo-random r:zaw~riversa': coded waveform,
(2) the frequency-shift time-delay pulse burst «avefdrta, ap: (3) the chirp type
of waveform ensemble which would include boih Linesr zid (ou-linear frequency
modulations, The increased time-bandwidth u:roduct on zur:essive steps is noted
in Figure 22,

Six other hybrid waveform ensembles for a three-step maximum Resolution-
Variant EVSD are also derivable from the three ensembles listed above, These
'hybrid' waveform ensembles are generated by employing one waveform type on
both the second and third step with a common bandwidth and then achieving the ad-
ditional frequency spread of the transmitted energy of the third step by super-
imposing one of the modulation techniques not previously employed. (That is to
say, one of the two remaining modulation techniques,) Such a hybrid ensemble is
illustrated in Figure 22, In this example, a phase-reversal code is employed on
the second step, and on the third step, a frequency-shift time-delay pulse burst
mode is employed with the phase-reversal code superimposed on each of the sub-
pulses,

5.10 TYPICAL DESIGN PARAMETERS

A typical set of design parameters for a Resolution-Variant EVSD which are signi-
ficant for the design of the signal-processor unit are presented here in order to pro-
vide a vehicle for discussion of the active correlator in greater detail.

The representative set of parameters tabulated below is noted to include changes

in both the bandwidth and time duration on successive steps. For the three-step
maximum procedure, a unity time-bandwidth product signal is employed on the first
sequential step, and the bandwidth increases are in steps of 125 to 1, increasing
from 10 KC on the first step, to 1,25 MC on the second step and finally to 156 MC
on the third step. The corresponding range resolutions are 8, 1 nautical miles for
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the first step, 400 feet for the second, and 3, 2 feet for the final step., An increase
in the duration of the signal from 100 usec. on the first step to 200 uyec, on the
second and third steps is also included in this example, The time-bandwidth product
increases from unity on the first step o 250 on the second step, and to over 31, 0060
on the final step.

TYPICAL PARAMETERS FOR RESOLUTION-VARIANT SIGNAL PROCESSOR

Time Bandwidth
Sequential Step Bandwidth Time Duration Product

First Step 10 ke 100 ysec, Unity

AR =8.1nm, Afd = 10 ke
Second Step (125) 10 ke = 1, 25 mc 200 usec,

AR = 400 feet Afd =5 ke 250

(0, 8 ysec.)

Third Step (125)2 10 ke = 156 mc 200 u sec, (250) (125)

AR = 3,2 feet afd =5 ke = 31, 250

(6. 4 nano seconris)

5,11 RESOLUTION-VARIANT SIGNAL PROCESSOR EMPLOYING A PSEUDO-
RANDOM PHASE-REVERSAL CODE SIGNAL ENSEMBLE

To illustrate an active correlator system for meeting the resolution~-variant re-

quirements, a functional diagram of such a signal processor with a maximum of

three steps and based on the employment of a pseudo-random 0-180° phase-

reversal code ensemble is presented in Figure 23,

A conventional unity time-bandwidth product first stage signal processor is em-

ployed. The commonality of equipment usage is demonstrated in the second and

third stages whicl' involve stepped increases in signal bandwidth, The same pseudo-

random code signal generator and associated shift register and phase reversal

correlators are employed for the latter two steps.

Each stage of the correlator

shift register represents a 400 foot range bin on the second step, and a 3, 2 foot

range bin on the third step, using as an example the parameters of the previous
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section, The pseudo~-random code of the sc:cond step is generated using a 1,25 MC
counting rate and the same code generator is employed at the 156 MC rate for the
final step.

The output of the phase-reversal correlator is now a reiatively narrow bandwidth
signal and conventional filters matched to this unity-time r=ndwidth signal are em~
ployed. A linear detector and threshold follows each of these filters, Since the
time duration of the transmitted signal is the same on the second and third stop,
the doppler filters following the phase~reversal democdulators ar: also common for
these latter two steps,

An important part of the scheme for reducing parallel signal processing require-
ments is accomplished by employing the coarse range and doppler coordinates of
those cells exhibiting threshold crossings on the first step for reducing the range-
doppler parameter space to be covered on the secoud step - and in turn, the param-
eters of the second step 'medium' size resolution cells exhibiting threshold crossings

are communicated to the programmer for a third step use,

5,12 CRITICAL COMPONENT AND THIRD PHASE PROGRAM

The signal-processing system required icr the implementation of a Resolution-
Variant EVSD which is designed to meet a high resolution m.ission, where tne band-
width requirements are over 150 mc, is determined to be a critical component re-
quiring further development, An active correlator system of the type discussed in
Section 5, 11 forms the baeis of the resolution-variant signal processor which is
designed to accommodate the changing time-bandwidth product signals on successive
sequential steps, and approximate matched-filter processing on each of these steps.

Emphasizing the importance of the development of a resolution~variant signal proc-
essor of this type are the following considerations: 1) radar surveillance missions
of the future are anticipated to be of the high resolution type, and, if these missions

were performed in a conventicnal manner, system costs in many cases would be

65

R




i TR clartyd

k-

excessive, 2) the Resolution-Variant EVSD offers the promise of economical per-

formance of the high-resolution surveillance mission, 3) the signal processor flexi-

”~

bility requirements for a Resolution-Variant EVSD are similar in significant respects

to those of other important high-resolution radar missions (terminal defense, hard-
point, and area defense) so that the development of the requirements for the space-
surveillance class of mission will sign:ficantly extend the signal-processing art re-
quired for these other missions, The planned third phase of the subject contract
consequently involves a preliminary design and development program leading to the
development of such a multiple-stage resolution-variant signal processor capable
of demonstrating: 1) the achievement of matched-filter conditions on successive
sequential steps accommodating changes in the time-bandwidth product, energy,
and fine-structure details of the waveform transmitted at each of these sequential
steps, 2) power savings of the Resolution-Variant EVSD surveillance modes, 3)
hardware economy accomplished by reducing the number of signal-processing chan-
nels required and, 4) the achievement of the typical large bandwidth requirement
(achieved on the final sequential step) of over 150 MC,

5.13 HIGH SPEED DIGITAL CIRCUITS

A consideration of the high-speed digital circuits involved in the realization of a
resolution-variant sequential detector with a maximum of three steps, and based
on a system employment of a pseudo-random phase-reversal code waveform en-
semble is presented in this and the following subsections, The pseudo-random
phase-reversal code waveform ensemble, and the typical set of design parameters
outlined in Section 5-10, are used as a basis for discussion of the high-speed

technology involved in the active correlator system.,

A block diagram of the high-speed logic portions of the system is presented in
Figure 24, The same Shift Kegister Generator (SRG) and shift register are used
for the second and third sequential steps,
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Figure 24, Block Diagram of High-Speed Logic
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The system test for the presence of a target at a particular beam position s
initiated with the transmission of a 100-microsecond uncoded pulse, Threshold
crossings in any of the 125 range 'oells' assumed to cover the range uncertainty
are 'memorized' in bi-stable elements, If at least one threshold crossing occurs
in a range-doppler cell, a second-si2p 'enable' signal is generated.

The second-step 'enable' signal initiates the following sequence of events:

(@) The SPRG taps, of Figure 24, are electronically connected to provide an
8-stage SRG for generating the second-step pseudo-random sequence
of (23-1) bits,

(b) The 1, 25~-megacycle clock pulse amplifier and "AND" gate (A;) are
enabled,

(c) A second pulse, which is coded with the same sequence as that of (a),

is transmitted, and

(d) A read-out of the first-3atsp rauge~dopnler bins exhibiting threshold
crossings is initlated for use on the second sequential atep,

The "second-step enable' and the read-cut first-step range doppler bins produce
an output from A, which enables Ag. "And" gate Ag is, therefore, activated with
the #1 clock pulse, This is a specially derived pulsc which will control the starting
of the SRG to within a clock pulse of the SRG running frequency, Thus, the SRG
sequence starts at a precisely known time, The applied clock pulse has a rise time
which is a fraction of a nanosecond, The clock pulse is obiained from :iigh~-speed
counting circuits which are described in Section 5. 14,

A scheme i8 now introduced to relieve the turn-on time requirement of the 1, 25~
megacycle clock, which supplies all stages of the SR and the SRG, The output of
Aq is applied to the 'OR' gate (01) and the output of thisg gate starts the SRG, The
circuit and logic are so arranged that the SRG is not running even though it is being
clocked, but must wait for the start command for the 'OR' gate (0;). Similarly,
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the shift register is in the reset state and receives no information from the SRG
until A4 is enabled by the #1 clock pulse, Consequently, the clock can be turned
on in, say, milliseconds instead of 2 nanoseconds required for pr :cise starting
of the SRG. This provides a major simplification when so many stages need to
be driven,

After L 1, 25-wegacycle clock is turned on, the SRG is ready for a command
from the 'or' gate (09). Before receiving a start command, the SRG is not running
but its stages are in a predetermined stcte of all ''zeros' except for the next to

the last stage which stores a '"one'., Thus, the start com:.nand always starts the
sequence from the point which is required for proper correlation of a second-step
return signal falling within one of the first-step 'coarse' range-doppler bins,

The sacond-step range-doppler bins exhibiting threshold crossings will set ap-
propriate 'flip-flop'! memory units. The occurrence of at least ore admissable

second-step threshold crossing initiates the following chain of events:

(@) The SRG taps are electronically reconnected to provide a 15-stage SRG
for generating a non-repeating pseudo-random sequence of 215.1 bits
for use con the third sequential step,

(b) The 156-megacycle ampiifier and "AND" gate A; are enabled while the
1, 25~-megacycle amplifier is disabled. The 1, 25-megacycle ciock is
connected to the auxiliary shift register,

(c) A clear pulse is generated which clears the necessary gates,

(d) A third pulse, which is coded with the same sequence as that of (a), is

transmitted.

(¢) A read-out of the second-step range-doppler bins exhibiting threshold
crossings is initiated for use for the third sequential step,

These read-out second-step range-doppler bins are used to start the SRG and SR
which are now connected to operate at 156 MC, The #2 clock in conjunction with
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the read-out range~doppler bLins is employed to start the shift register for third-
step operation in a manner similar to that used on the second step,

Admissable third-step range-doppler bins exhibiting threshold crossings are
'memorized', and if at least one of these threshold crossings occur, the target
alarm is initiated.

5.14 CIRCUITS

Circuits which car be used to implememt the gating, counting, and shift register
logic of Section 5, 13, are presented in Figure 25, The circuits have been pre-
viously subjected to tests at 100 MC over a temperature range of -30° to +85° C,
Sixele stages have been operated at 275 megacycles, The voltage swings are -50
millivolts and -500 millivolts, corresponding to a logical 'zero' and 'one'

r¢ spectively,

In addition, the current-supply registers, R8, have been removed from stages 14
aad 15, Current to these stages is supplied by the transistor current switches com=~
prising gates A,, Az and 0, of Figure 24, The absence of any output from the "first
step'" and the "second step' makes I} = 54 milliamperes and Io = 0. This condition
forces stage 14 to the "one'' siate and stage 15 to the "'0'" state. Since stage 15 pro-
vidcs the output for the feedback taps, all remaining stages go to zero, An output
from thc "first step' - in conjunction with #1 clock - or an output from the "second
step'' -- in conjunction with #2 clock - makes I; = 15 = 27 milliamperes, the normal
operating current biases for stages 14 and 15, The shift-register generator be-
comes operative and the ""one' stored in stage 14 starts ths sequence. Note that
clock #1 and clock #2 operate bi-stable tunnel diodes so that once the shift-register
generator is activated, it wili continue to generate the sequence until the bi-stable
tunnel diodes are reset, Resetting is accomplished after the correlation has becn

detected,
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The generated sequence feeds the shift register., One of the shift-register stages

is shown in detail, Here, a shift-register generator stage is converted to a shift-
register stage since one of the inputs is permanently at ''zero", This shift-register
stage can be inhibited by the current switch comprising the "AND" gate, A4. of
Figure 25, This shift~-register stage is enabled with the #1 clock which also switches
a bi-stable tunnel diode, thus causing the shift register to receive information at a
specified time and stop receiving information when the tunnel diode is cleared, Each
shift-register stage has an output to drive the phase-shift demodulator,

5.15 ACCURATE CLOCK REFERENCE

In order to provide an accurate reference clock pulse for starting the shift-register
generator, a counter is used to count down from 156 megacycles to 1,25 megacycles
(giving the #2 clock) and then to 10 kilocycles (giving the #1 clock), In order to ac-
complish this, about fourteen binary counter stages will be required. For the re-
quired accuracy of starting the shift-register generator, it is important to keep

the cutput jitter to a minimum (possibly less than 1 nanosecond). This requires
counter stages having small jitter and, consequently, short delay. Even the fastest
tunnel-diode counter stage will produce a jitter of about 0.5 nanosecond. Thus, the
accumulated jitter of fourteen stages is 7 manoseconds. This is not acceptable, The
required jitter-free signal can be obtained with the tunnel-diode counter of Figure 26,
Here, TDj and TDy make up a counter stage which supplies an output to TD3. The
input to TD is differentiated by Rand L. The bias of TDj3 is adjusted so that the
output of TDy, by itself, is not sufficient to cause firing, TD; is coincident with

the 156-megacycle clock., Thus, the output of each counter stage is retimed by

the 156-megacycle clock, This provides an output of the required time accuracy.

5,16 PHASE REVERSAL DEMODULATOR

Another critical portion of the signal processor, designed for a system transmitting

a pseudo-random phase-reversal code waveform ensemble, is the cross-correlator
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Figure 26, High-Speed Binary Counter

or phase-reversal demodulator unit. A phase-reversal demodulator is provided
for each of the resolution cells and involves the removal of the 0-180° phase-
reversal modulation for the return signas at the proper range bin, The range
information is essentially extracted at this point and the resulting narrow band
signal is now processed in narrow-band doppler filters, For example, for the
200-microsecond, 156-megacycle signal, the bandwidth at the output of the phase-
reversal demodulator is reduced to 5 KC,

A realization of the demodulator circuit involving a selective phase reversal of
some of the sequentially received pulses is described here, Semi-conductor diodes
are considered for the switching elements, Switching by field effect devices, such
as ferrites, is not appropriate because of the high switching speeds required.

The phase reversal is accomplished by a half cycle of delay, or by a mode twist,

accomplished by, say, physically twisting a section of parallel wire transmission
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line. The implementstion of the extraction of the selected pulses may involve un-
desirable energy storages. A useful and well-tested form of demodulator using
this idea is shown in Figure 27.
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Figure 27, Sequential Demodulator

The input to the hybrid from the left divides equally between the two output ports
at the right., Assuming both switches are in the step-mode, the two right outputs
are reflected so as to add in the left output terminal, When both switches are in
the pass-mode, the two right outputs are reflected by the shorts at the end of the
transmission lines at the right, causing the output at the left to be delayed. Both
switches are in the pass-mode at the same time and both are in the stop-mode at
the same time, When the switches go into the stop-mode, a slug of energy is
trapped between the switches and the shorted ends of the transmission line, caus-

ing a gap in the output. In an ideal sequential demodulator, no such energy would
be lost,




The finite resistances of the switch cause a reduction of output level and, to achieve
equal reduction for both the switch modes, trimming attenuators may be added to
the configuration of Figure 27,

A second, and preferred, design approach which i8 somewhat more complicated,
uses two parallel paths for processing the sigmal (Figure 28). The tapped energy
resulting from either switch going into the stop-mode: is iost in the attenuators, so
it does not reverberate. The lost energy does not result in i gap in the output
waveform, This attractive feature is purchased at the price . the output level
being 6 d below the input level,

As the two switches alternate in being in the pass-mode, the absolute switch loss
does not have a first-order effect on the uniformity of output levet. A match in
characteristics between the two switches will ensure a uniform output level into
the hybrid for either phase. However, leakage through a switch in the stop-mode
will affect the level of the final output. The phase inversion of Figure 28 arises
from an inherent 90°-phase shift in each hybrid for the signal taking the lcwer
route, This can be explained by the scattering matrix for the hybrid (Figure 29).
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INPUT-p——] + —
|
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Figure 28, Parallel Demodulator
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PORT ! PORT 2

PORT 3 HYBRIO PORT 4

A HYBRID SCATTERING MATRIX CAN BE OF THE FORM

}
0 L1 o J
|
| n 0 : J 0
R
2} o i 1 0 |
|
J 0 : | 0

(1} THE 2ZEROS ON THE DIAGONAL INDICATE ALL TERMINALS ARE
MATCHED.

(2) THE REMAINDER OF THE ZEROS SHOW ZERO COUPLING BETWEEN
PORTS | AND 3, ALSO BETWEEN POSTS 2 AND 4.

(3) THE J TERMS SHOW A 90 SHIFT BETWEEN PORTS | AND 4, ALSO
BETWEEN 2 ANO 3.

Figure 29. Scattering Matrix for Hybrid
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SECTICN 6

SCAN TIME OPTIMIZATION WHERE CUMULATIVE
DETECTION REQUIRZMENTS EXIST

6.1 INTRODUCTION

An important radar surveill2rce situation is the che where a number of sequential
detection mode scan "looks" of a target in the surveillance volume are premissible,
and a minimization of the average power requirement is required for detecting the
target on at least one of the s:an looks with a prescribed cumulative detection
probability (Pc), false alarm probability (Prp), and number of resolution cells
(Ng). In addition to the previously cons’“«-ed degrees of design freedem in

EVSD modes, a new degree of design freedom introduced in the optimization
»roblem at hand is the average single-scan time which determines directly, for

a given trajectory, the average number of scan 'looks" within the surveillance

volurae and the allowable coherent integration time for each beam position ""look".

The optimization is necessarily intimately related to the cumulative detection
probability, and this quantity is in turn a function of the target motion and its

relative orientation to the search beam.

For example, if the target trajectory is pointed directly at the radar, the cumu-
lative detection probability is a function of a sequence of progressively increasing
signal-to-noise ratios encountered on individual scan ‘'looks as the radar . ...g2

decreases.

On the other hand, if the target direction is perpendicular to the search beam,
a different cumulative detection probability and necessarily a different scan time
optimization is obtained since in this case the sarne average signal-to-noise ratio

obtained from the target on each "look'.
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EVSD scan time optimizations have been accomplished in the subject study for
both of these extreme cases of target trajectories. The otpimization for the
case where the target vector is directed at the radar is applicabie to the acquis-
ition phase of an area-defense radar system, &nd, for a typical acquisition mode
specification, the optimum ratio of the range interval between scan looks and
the specified minimum range is 0.24. For this area-defense case, the required
signal-to-noise ratio at each of the sequential steps for a scan lcok is specified
at the minimum range. A scan-time optimization of this type for fixed sample
size tests (uniform search modes) is also developed by Mallett and Brennan
(Reference #14). A related optimization, also based on the use of EVSD's is

discussed by Brennan and Hill (Reference #13).

The other class of surveillance optimizations for specified cumulative detection
requirements is for the case where the average signal-to-noise ratio is the cam~
on each scan lnok. This case is of interest for certain satellite surveillance
situations. For this class, the desired strategy can be expressed in terms of
the single-scan detection probability. It is noted that the optimum scan strategy

is a function of the target type hypothesized.

6.2 NATURE OF SCAN TIME OPTIMIZATION

The object of the optimization procedure involves minimizing a cost function
proportional to the average transmitter power requirements for a specified set
of surveillance conditions. Roughly speaking, the EVSD scan time optimization
involves ¢ trade-off of the following effects on the average transmitter power
requiremeats. Increasing the time interval between scans allows for longer
coherent integration time in each sequential step, and therefore, has the cffect
of lowering the average power requirement for a prescribed receiver signal
energy to noise povwer density requirement, However, this longer scan time re-
duces the number of scan looks at a target, and consequently, would have the
opposing affect of increasing the average power requirements for a prescribed

cumulative detection probability.
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An important point to be made is that the EVSD's are essentially single-scan
sequential detection modes (see Section 2), and their development involves min-
imizing a cost function proportional to the average transmitter energy require-
ment for the single-scan set of requirements. The optimization procedure,
therefore, {irst involves expressirg the cumulative detection probability and
the average power requirement as a fuaction of the EVSD single-scan detection
probability and the single-scan average energy requirements. The cumulative
requirements are also a function of a quantity proportional to the scan time and
the value of this quantity, as well as the eingle-scan energy and threshold re-

quirements, are determined to minimize the average transmitter power.

6.3 OPTIMIZATION FOR THE CASE WHERE TARGET IS DIRECTED AT
RADAR

The scan time optimization is now described for those system requiremcnts

where 1) of the ensemble of admissable targets, the system requirements are

specified for the target with the maximum constant velocity vector pointing at

the radar, 2) a minimum of clutter targets exists during this phase of the mis-

sion so that the receiver thermal noise is the major false report inducing event,

and 3) for the fluctuating target types, the target cross section is assumed in-

dependent for each scan '"look'. (For the cases #1 and #3 target types, the target

cross section is assumed, for this analysis, to be comple.ely correlated at each

sequential step within the time duration of a scan look.)

6.4 FORMULATION OF THE CUMULATIVE DETECTION PROBABILITY

For this case, the cumulative detection probability at a prescribed minimum range

may be expressed as:
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The quantity Py (X (m) , Bl' 82) is the single-scan probability of an
EVSD mode detection, m scans from the last illumination of the target prior to
the specified minimum range (Ry,ip). This range of last illumination prior to

Rp,ip 18 designated R’, and the spacing in range between scan looks is A. The

R 4

(o) .

single-scan EVSD detection probability P p (X (R' Tmb/ RI’ 82 ) is the same
as those described in Section 2 for a 2-step maximum procedure with the ex-
ception that the received signal energy to noise power density X, computed at

. Rp \4
the EVSD "'design' range (Rp), must be multiplied by the factor (R' m A)

to determine its value at the range R/ +mA.

The integrand, therefore, represents the conditional probability of cumulative
detection on the hypothesis that the last scan look occurs at the range R’. Since
we are interested in the final cumulative detection probability at the range R, ;>
we must multiply this conditional probability by the a priori probability of R’ and
integrate over the domain of values of R’. This a priori probability is assumed
uniform with the density function 1/A dR’ over the domain of values extending

This integral is approximated by a summation in equation (34), and by introducing
the change in variables, X’ = Ry,in/Rp and 6 = A/Rp, the final result of equation
(33) is obtained.
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The first significant scan look is the parameter (£). For the computations re-
ported in this document, the first scan look (£) was that look where the single-
scan probability of detection was greater than 0. 1.

Typical computations of Pn as a function of X' and 6 are presented in Figures 30
and 31 for a non-fluctuating and a case #3 target respectively, where the single-
scan EVSD design probability is 0.5, and the individual-cell false alarm prob-
ability is 10"8, and 10 resolution cells are involved. It is noted in these figures
that there is a set of values of X' and 6 which yield the same cumulative detection
probability. For example, the set of couples (X' and 6 combinations) which yield
a cumulative detection probability of 0.95 for the 1078 false alarm probability
case is presented in Figure 32 for the Case #3 target.

One aspect of the optimization problem involves determining the X' and 6 combina-

tion minimizing power requirements for a specified set of error probabilities.

The ratio —6- = 5 then determines the scan rate.

X! min

6.5 DEVELOPMENT OF COST FUNCTION

The appropriate cost function for the final optimization is the average transmitter
power requirement for achieving the specified cumulative detection probability per
resolution cell. A quantity proportional to this cost is designated as P and is de-
termined to be:

C(Rmin)3

P o —_min (35)

x° 6

where all of the quantities involved have been previously defined.

The kernel of the development of this cost function is the average received energy

to noise power density of a single EVSD scan (5 ). The quantity proportional to

the transmitter energy requirement i¢ 6RD4 where R_ is the 'design' range

D
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Figure 31. Cumulative EVSD Detection Probability (Case #3 Target Type)
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Figure 32. Determination of Optimum Parameters (EVSD Scan-TimeOptimization)
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for the specified received energy requirement. The average transmitter power
requirement is this energy quantity divided by the average allowable correlation
time T for each scan look. For the constant velocity target, the average correla-
tion time T is a linear function of the range interval Abetween illuminations. &
is now possible to formulate the desired cost function:

4
R
= = D
P = C —_— (36)
)

P is our desired cost, a quantity proportional to the average transmitter power
requirement since the numerator EDRD4 is proportional to the average trans-
mitter energy requirement, and the denominator A is proportional to the average
time of a single beam position transmission on one scan. By introducing the re-

lationships X' = I}M and 0 = g_ into equation (10) we obtain the result of

Rp D
equation (35).
- 3
_ CR__)
P = __s"‘l‘__ (35)
X" b

o’ the quantity —g— must be minimized. We have noted (see
X6
Figures 30, 31, and 32) that a number of couples (X', 6) satisfy the specified error

For a given Rmi

probatilitiee. For a given single-scan design yielding a (-3, the desired couple

(X', &) is the one maximizing the quantity X'a. This step of the optimization
procedure is illustrated in Figure 32. For this case, the optimum ratio of 8to Rm
(the ratio %, ) is noted to be approximately 0.24. Since C is a function of the
selected single-scan probability of detection, the conducted optimization procedure

has involved the following steps:

(1) EVSD designs and the average energy requirement C are determined
for a suitable range of specified single-scan detection probabilities.
(The same fal3e alarm probability is specified in each case.)
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(2) For the specified cumulative detection prubability, the sets of couples
(X', §) are determined for each of the EVSD designs of step #(1).

(3) For each EVSD design, the couple (X', 6) maximizing the quantity
x13 6, is determined.

- C
(4) The final step involves comparing the P's (or the quantity X3 6 )

obtained for each EVSD design and selecting the EVSD design
minimizing this cost function.

This optimization procedure has been followed for the case where the specified
cumulative detection probability is 0.95, the false alarm probability in an indivi-
dual resolution cell is 10”8 and the effective number of resolution cells is 10.
EVSD designs for the cases where the single-scan detection probabilities ranged
from 0.4 to 0.7 were considered and the optimum couples (X', §) were determined
for each case. A comparison of these costs showed the 0.5 single-scan probability
design to result in a minimum power requirement. However,the minimum with
respect to the selection of the EVSD design was a broad one. The (X', d) combination
minimizing the power seems to compensate for the single-scan detection prob-
ability specification, and yields essentially the same EVSD design relative to the
specified minimum range. The optimum (X', 6) combination is X'=0,.7 and

6 = 0.17, so that the desired ratio of interval between illuminations and minimum
range is 6.24. The design and performance parameters for this EVSD are re-
produced from reference #1 and are presented in Figures 33 and 34. To obtain
the received signal energy to noise power density at the specified minimum range,
the quantity 40 log X' must be added to the specified values in db at the 'design'
range (see Figure 33). For the 10 resolution element case, the required average

signal energy to noise power density at the minimum range is 14.11 db for the

first step and 21.11 db for the second step. (At the 'design' range, these
quantities are 8.04 db and 15.08 db respectively.)
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D
The average power savings of the EVSD over the use of a fixed sample size test
is presented in Figure 34, and it is noted that for the 10 resolution element case,
the computed average power saving is approximately 4.5 db.

6.6 SURVEILLANCE OPTIMIZATION FOR THE CASE OF SAME AVERAGE
RETURN SIGNAL ENERGY ON EACH SCAN LOOK
A simpler surveillance optimization task involves minimizing the average trans-
mitter power for the surveillance situation where the average return signal energy
does not change from one scan look to another. This case is of interest for
certain space surveillance missions. A constant target-velocity vector 'pointing’
perpendicular to the search beam is assumed (zero doppler case). The target
is assumed to dwell in the surveillance volume for a prescribed time T, and the
probability of detecting the target at least once during the scan time T is specified.
In addition to a specification of this cumulative detection probability (PC), the
false alarm probability (PF A) and the effective number of resolution cells (NF) are

also specified performance parameters.
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Each scan 'look' is effected with an EVSD mode, and the optimization problem
involves determining the energy and threshold requirements on each sequential
step, and the scan time, minimizing the average transmitter power.

6.7 COST FUNCTION AND FRAME TIME

The average frame time or the time between scan look (t) is t = T/n where n
is the average number of scan looks in the surveillance volume dwell time T.

A quantity proportional to the average transmitter power requirement, there-

Q

fore, is P = T or using t = % , the quantity P may be expressed as
- Cn
P= = (36)

C is the average EVSD cost (the quantity specified in equation (9) of Section 2.4,
and is a function of the selected single-scan detection and false alarm probabilities

(Ppand P ).

For a fixed time T, the cost function to be minimized, (P') is simply the product
of the average received energy requirement to noise power Gensity C and the

average number of scan looks n or P' = Cn.

6.8 CUMULATIVE DETECTION PROBABILITY AND OPTIMIZATION

The cumulative detection probability (P C) for this constant radar range case is

expressed as

1 e WD
P =1~ (1-Pp) (37)

where PD is the single scan EVSD probability as described in equation (1) of

Section 2. 4.
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The procedure for minimizing P' = C n first involves determining from equation
37, the number of scans n which yield the specified cumulative detection prob-
akility for a choice of single-scan detection probability. This number of looks n
is plotted in Figure 35 as a function of the single~scan detection probability for
the case where the cumulative detection probability is 0.95.

From the previously performed EVSD optimizations, the values of C are obtained
and the products C n are computed for a range of values of single-scan detection
probability. The single-scan detection probability minimizing C n for a specified
cumulative detection probability and false alarm probability can then be determined.

The cost function C n for the case where PC = 0,95 and PF A 10”8 is plotted

in Figure 35 as a function of the single-scan detection probability for the five
target types considered in the study.

First, it is noted that there is no one scan strategy which is optimum for all
target types. Secondly, it is clear from Figure 35, that the use of the wrong scan
strategy for the target type of interest can lead to an unnecessarily high average
transmitter power requirement. Another conclusion drawn from the analysis

is that the EVSD costs for meeting a single-scan detection requirement vary widely
for the target types considered. For example, in Figure 35, the difference in
cost is noted to be approximately 7 db for detecting a Case #1 and Case #4 target
type in a single scan with an EVSD mode and detection probability of 0.95., On
the other hand, the difference in cost in achieving the cumulative detection
probability of 0,95 with these two target types is reduced to approximately 2 db

if the optimum scan strategy is employed for each target type.

For the fluctuating target types, and the constant target range assumption, it is
noted that the case #2 and #4 targets, (target types which are assumed to yield
statistically independent target cross-section samples within each sequential
step) perform optimally for the cumulative detection requirement with approxi-

mately one EVSD scan look., On the other hand, the cases #1 and #3 target

90




types (target types which are assumed to present the same backscattering cross
section to the radar for the duration of one EVSD scan look) require a number of
such EVSD scan looks in order to minimize the average power for a cumulative
detection requirement. For this constant-range case, it is also noted, as would
be expected, that the non-fluctuating target requires only one EVSD scan look

for optimum performance.
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SECTION 17

DESIGN OF AN EVSD WITH A CONFIRMATION DELAY-TIME OPTION

An additional class of radar sequential detection mode developed during the program
involves introducing an option on the time interval employed between the first and
second sequential step of an EVSD with a maximum of two steps. This class of mode
was developed for the high-fluctuating rate class of targets (such as the Case #2 and
#4 target types represent) in an attempt at exploiting those first-step interrogation
events which involve 'catching' and confirming the presence of the target at its

more favorable target cross section.

The previously discussed optimization for this fluctuating target class involved
including a number of statistically independent iarget cross section samples as
degrees of freedom on each of the sequential steps. Typical optimizations included
the use of three such pulse samples on the first step and six on the second step,

and the decision statistic for a step was baged on the sum of the square-law detected
outputs of that stej., with a single threshold for the sum decision statistic employed

at each step.

Roughly speaking, the confirmation delay-time option mode combines the previously
developed EVSD decision processor framework for Case #2 and #4 targets with an
optional mode which is introduced when the observation at any of the N, first-step
pulses is very large and the 'best' policy would involve 'packing' the second-step
energy immediately into o single pulse on the scecond step since for this event, the
probability is assumed to be large that a target 13 present at a favorable cross

section,

Two thresholds are employed on the first step of this new mode — one is a single

pulse threshold, and the second one is employed as a threshold of the sum of the
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N; returns or the firs: step if none of these statistically independent returns exceeds
the single-pulse threz:old. If any one of the returns in the sequence of the N; first-
step pulses exceeds the single-step threshold, the remainder cf these first-step
pulses are not transmitted, and instead the second or confirmation step with energy
Egy is 'immediately' employed in a time interval (r), relatively short when compared
to the correiation time of tne Zluctuating target. A threshold 8,, is employed for this
'quick' reaction second step. The cross section presented on the quick-reaction
second step, if a target is present, is a-3umed to be the same target cross section
sampled at the time of the immediately preceding pulse (the first-step pulse which
crossed the single-step threshold.) The target is declared present if threshold

crossings occur in a common-parameter space resolution cell.

If, after the N1 first step pulses, the sum exceeds the first-step sum threshold 813
(but no single-pulse threshold has been exceeded) then a sequence of second-step
pulses are used with energy Egq. The sum of this 'slow' reaction second-step group
of pulses is then compared with threshold (85;). A sketch of this confirmation time
option mode and its relationship to the previously designed modes is presented in

Figure 36.

Additional degrees of design freedom are noted to be included in the confirmation
time option mode. An extra threshold is involved on each step, and, in addition,
the second-step energy requirement for the 'quick' reaction mode is allowed to

differ from that of the 'slow reaction' second step.

The optimization procedure is essentially the same as that used for the development
of the previous EVSD's., However, for this case, the probability distributions
(detection and false alarm probability) and the cost function to be minimized (the
average energy requirement) must be modified to accommodate the more elaborate

decision rule and mode strategy.

EVSD optimization employing this confirmation delay-time option were obtained

for the Case #2 target type. Typical design and performance parameters for
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this mode are presented in Figures 37 and 38. For the surveiilance conditions
assumed, no significant increase in efficiency was obtained over the use of the
conventional EVSD design for the Case #2 target. This more complex mode,

therefore, cannot be recommended for this target type.

The mode, however, may yield a 'payoff' for other high-fluctuating rzie targets

but with first order probability density functions differing markedly from the
exponential type represented by the Case #2 target. The optimization procedure
for this more elaborate decision processor framework is felt to be of general
interest, and demonstrates tlie flexibility of the analytical! approach employed in
accommodating imposed design constraints. For these reasons, the development
o1 the detection probability, false alarm probability and cos! function are described
here, and details of this optimization procedure are presented in Appendix 3.

7.1 DECISION RULE AND DECISION PROCESSOR FRAMEWORK

A more formal description of the decision processor framework and in particular
the decisicn rules and the radar policy to be employed on each sequential step

follows:

First, the legend to be employed:

Xi,j,k - The normalized matched-filter output followed by a square-law
detector of the ith sequential step, the jth pulse, and the kth

resolution element.

(Only a two-step maximum sequential detection process is

considered so that 1=1,2.)

The quantities listed below constitute the degrees of design freedom of the optimiza-

tion problem.
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Xy
M
U
p=1
M
m
p=1

Np

4 o t——

The maximum number of pulses employed on the ith step.
The single-pulse threshold of the first step.

The 'quick reaction' second-step threshold.

The sum threshold of the first step.

The 'slow reaction' second step summed output threshold.

The single-pulse signal energy to noise power density of the first
step.

The ratio of the 'quick reaction' second-step signal energy to the
single-pulse energy employed on the first step.

The single-pulse signal energy to noise power density of the 'slow

reaction' second sequential step.

Ep - The union of events E;, Es ...Ep.

Ep - The intersection of events E;, E, ...Ep.

The effective number of resolution cells.

A statistical hypothesis test is assumed to take place at each beam position where:

Hl is the hypothesis of a target being present, and the acceptance of this

hypothesis leads to an alarm reaction.

H, is the alternate hypothesis of noise alone being present - and acceptance

of this hypothesis terminates the test at the beam position.

1-1

(X1, ¢,k = B12) m Xy,j,k <Bi2) (38)
J=1
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is true, then after the Lu‘ pulse of the first step, apply policy R(QR) 'Quick Reaction'
Second Step for £ = 1,2,.....Nj. |

R(R)‘ Apply a single-pulse second step within a time T QR) where T(QR) << 7.
(TT is the target correlation time.) The energy of this second-step 'quick reaction’
pulse is k? times the single-pulse energy employed on the first step.

u N 1-1 @Q*R)
J X1tk > B12 M Xk <A1z (M) X2k > By (39)
k=1 J=1

is true, accept Hl hypothesis.

Alternatively, if

Ng 1-1 (Q*R)
m X1tk ~B12 m X19k < By m xzk < By (40)
k=1 J=1

is true, accept H, hypothesis.

! B
rf;:gf Ne /N |
m X,0,k < Bz ﬂ U Z Xj,0,k = Buf| @b
_;: | b=\ B

is true, then use radar policy R(SR) (Slow-Reaction Second Step).

R (SR): Apply a train of N 2 pulses on the second step where the time interval
between the start of the pulse train and between pulsc : within the train is at least
T.o Where TSR > T and where the single-pulse signal energy to noise power ‘

SR
density is K.
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N,

J=1

(5 R)

If
-K'—'NF _1
J=N; NF[N,
N fnok PN Y Xuok > A Y] Xax ~ Az
J=1 =11 J=21
K=1 ]

is true, then accept the H; hypothesis.

Alternatively, if

Ny (s'R)
Z Xogk < B21] istrue
J=1

in the above expression, then accept the H | hypothesis.

The H hypothesis is also accepted if:

p—

K=NF
m m X3,5,k < B12) m Z (X1,5,k < 811
k=1 J=1 J=1

k=1

is true.

The probability of detecting a target 'lodged' in the kth

be expressed as:

—

(43)

resolution cell may now
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N,- 4 ®
: (QR) 3
’p ~ P ﬂxl J,k<B12 fp X1, 4,k > Bigit | P )X, | >Bagkt | (tix)dz
1=0 J=1 7=0
N Ny N1
*P X290,k > B2a1| P z ; X,5,k 7811 ﬂ X1,d.k <B12
= J=1 J=1
(44)

The above expression for PD is shown to be:

where Nl-l J
o . s Biz 46
1 E -e X+ 1 (46)
J=0
(\j 2X,t, \2B1p) QK \2x,t, \2 ,322) dt (47)
Nl'—'l 512 Nl_l (Bll-JB*Z) BlZ‘J Blz
1) Nyred X1t Z T XM
F3= (-1) Nyle € 1 Xl 1 (48)
! ! !
el TN e m!
and
S Ut (Bm)"
X,+1 o Xo*
. 2 T2
Fy=e JLO = (49)

Similarly, the false alarm probability in an individual resolution cell may be

expressed as:

PFA = e-ﬁlz e‘ﬁ22 Gl + G3 G4 (50)
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where: N;-1

Yy a-shy’ (51)
J=0

(»]
p—
il

Moy N, ! e 9Bz e~B1179B12) 3, g o™

Gy = Z JU (N7-9)! Z m! (52)

=0 =0
and
=0

The cost function is made equal to the average required signal energy to noise power
density for the no-target environment, and must include all possibilities of false

chase with both the 'quick reaction' and the 'slow-reaction’ second step.

This cost function may be expressed as:

Nl'l
C=X, Z (1-¢ P12)I NF||1+ K2 [1-(1-e’312)NF]
J=0
_ - Ny Nf
+ NoX [l-e ‘312] [1—(1-63) NF] (54)

The minimizationis now accomplished by finding the minimum of the Lagrangian

L=C+-rPD+uLn Ppa (29)

subject to the conditions that PD = PDO and PF A PFQ’ where pDO o

are the specified detection and false alarm probability, respectively, and Ny

and PF

is also specified.
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The design parameters to be ¢~termined are N1s» No, B12: Baas B11s Bois
—Xl’ K, KZ-

(The basic relationships for effecting this minimization are presented in

Appendix 3.)
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APPENDKX 1

PROBABILITY OF DETECTION WHEN TARGET PRIORITY
STRATEGY BB UTILIZED

The development of the expression

N
=TT Ppi
i=1
where
P2
D 2‘P+1)
w3 o () (2 )

(Equation 30 of Section 5.5) is presented here.

Pp; = p{Z>M;" {gj}ﬂzwi;a,}

(1)

@)

@)

Ppi is the probability that of nj + 1 channels, uj of which contain noise alone (the

same noise power density), the channel with a non-fluctrating target return plus
noise will have a matched-filter output which is greater than both the outputs of
the n noise-alone channels and the threshold 8, and where the input signal energy
to noise power den‘sity of the channel containing the signal is agz/ 2. The set of
noise-alone outputs is designated as {53} and the output of the signal channel is Z,

Equiation 3 is a probability of extreme values (see Cramer, p. 370 Reference #15)

and may be expressed as:

o z2 +04

Ppi = / G(Z) Ze 2 I, (@2) dZ
Bi

2

o WA A e 4

(4)

I-1

F I T VR
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s it T

where G(Z) is the probability that the maximum of all of the {gj} is less than Z,
and:
z

22 n;-1 2
G(Z) = f Ni [l-eg/z] . {e-g/zd} (5)
0
The quantity
22 + ajz
f1(Z[dZ = Z e 2 Io (WZ)dZ (6)

of equation 4 is the probability density function of the matched filter output of the
target channel, and

-£2/2

t2 {eh o = g 7% g 0

of equation 5 is the probability density function of a noise-alone channel output.

We now introduce the change of variable

2
uw=et’? 8)

and equation (5) becomes:

1

nj-1 -Z2

G = nj ] (1-u)i du=(1-u)n eZ/2
.72
eZ/2

®)

and

n
-72
G = (l-e z /2) (10)
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Now combining equation (10) and equation (4):

@

L 22 + o°
Ppi = / [ _e 2 2] ze 2 Io(0Z)dZ (11)
B

and employing the binomial expansion for the first term of the integrand:

n _(@+1) 22 +

Ppi = Z 1P (;) Ze 2 Io(0Z)dZ (12)
P=0

Factoring terms not involved in the integration:

sz

n - o (P+1)z2 o?
P < p (o) e 2®*D "2 T 2(P+1)
Di = D5 \p Pr1 (P+1)Ze e L, (@Z)dz
P=

< (13)
Introducing the change of variables:
X = 4P+1 Zanda = —=
JP+1
n - P 02 ® x2 + 82

Z (P+1) i

Ppi = Z (-1)p (;)E_T ./ Xe I (ax)dx
P=0 B \PH
(14)

and finally employing the definition of the Q function we arrive at our desired
result:

P2

T 2(P+1)
P -1 P( ) @ +1 15
Di = E (-1) o) Q (15)
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APPENDKX 11

OPTIMIZATION OF A RESOLUTION-VARIANT EVSD — THREE STEP
MAXIMUM PROCEDURE

The basic relationships involved in the optimization of a Resolution-Variant EVSD
designed for the detection of a non-fluctuating target and employing a maximum of
three steps is described below. (This procedure has been implemented on the IBM
7090 computer.)

When the equations for the detection probability (Pp), the equivalent single cell
false alarm probability (PFra), and the cost function (C) (equations 22, 28, and
29 respectively of Section 5.4) are specialized for a three step maximum proce-
dure, they become:

Pp = Q(0o1, A1) Qlo2, f2) (a3, B3) (2.1)
1 2 2 2
2ng—~ = P *B " B3 2.2)
_Qf _312+Bi
C = ; a12+n1 a22 e 2 + F2a32 e 2 (2.3)

The specified quantities are the detection probability (Pp), the single cell false
alarm probability (Pra), the number of resolution cells on the first step (n1), and
the ratio of the time-bandwidth product on the second step to the time-bandwidth
product of the first step F2 = (T2 W2)/(T1 W1). (For most cases of interest, the
time-bandwidth p.oduct of the first step is made equal to unity.)

The six design degrees of freedom, then, are the required received energy to noise
power density ratios at each of the three sequential steps {aiz/ 2} , and the three
normalized receiver thresholds {ﬁi} where i =1, 2, and 3.
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The minimization of the cost function (equation 2. 3) subject to the constraint re-
lationships (equations 2.1 and 2.2), is most conveniently initiated by the introduc-

tion of the Lagrange multipliers 7 and 4, and finding the extremum of the Lagrange
function:

C+r«pwzwa-1>n)+u(512+322+332-21np;—A>' (2.4)

where

¢ = Q (a4, By

The partial derivatives of the Lagrange Function with respect to the six design
degrees of freedom is next taken and each of these partial derivatives is equated
to zero, yielding the six equations:

0 +7¢01'P2¢3 = 0 (2.9)
812
npege 2 +T@ o ey = 0 (2.6)
B2 + pf
==
n] Faage +T Qo203 =0 (2.7)
2 _512 o _512 + g2
02 2 a3 2
Am\zpe Rz
(2.8)

+ T 0203 +2u81 = 0

0 B1? + Bo?
g T2
-B2ny Fz —— e tTO¥203 +2upp = 0 (2.9)
TO102Y3 t2ufB3 = 0 (2.10)
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where in (2. 5) through (2.10) the notation used is:

¢ = Q(oy, By) (2.11)
3¢
—a-B—: = Y (2.12)
ap
-gi = ‘pi' (2. 13)

Soiving for the lagrange multipliers (with equations (2.5) and (2.10)):

T = ——;9-1— (2.14)
¢ 263
and
a; ¢1 ¥3
= ——— 2,15
Six equations of interest for our solution are defined below:
B2 + go?
a - 1
fi =71?- nje 2 - -‘pl—,(pa- =0 (2.16)
1 0 %3
o ST 2 103
fo = — ny Foe - = 0 2,17
2 =g mF2 o103 (2.17)
, B , Bt
fqa = B P2 n %2 e 2 +F 23— e 2
(2.18)
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P

pr W wg TPTL R T

2
_ B2 B3 3 2 01 ¥3
h==—mFa5-e +33<P1'«’2
(2.19)
?) ¥3
- = 0
B ¢’ ¢3
f5 = ¢10293 - Pp (2.20)
2 2 1
f - —_— = 2.21
6 Bl *52 PFa ( )

A simultaneous solution of the six ~quations (2.16 through 2,21) is now required in
order to find the desired vector (a3, ag, 03, B3, 82, B3) minimizing the cost C,
subject to the Pp and Pyp specified.

A Newton's iteration is employed:

(al(J+ 1) 0 341) o B41) g (G4 g (341) 63(J+1)> ( @ oD, o)

I 0 @
), og®, D), 540, ())
(2.22)
@mmmmmmmm@m%
and where:
— r= -1 [
Aozl.1 fiq fiop fio3 £ f162 f183 | -f; |
Ao foon foop foo3 f28; f2B2 f283 -f2
8oz | | faon f3o2 fio3 381 f3B3 1383 -13 o 23
08, | *| taer ton tios tpy fBs Gps| | - &=
Agp fson fsoe fsaz f561 585 f585 ~f5
| 883 | fear feoz feos feBr feBs foBe | -fe

The elements of the 6 x 6 matrix in equation (23) include the six partial derivatives
required to be taken of each of the quantities f1, f2, f3, f4, f5, and fg. These 36

terms are not repeated here for the sake of brevity.

IT-h




APPENDKX I

OPTIMIZATION OF THE CONFIRMATION DELAY-TIME OPTION EVSD

The development of the probability distributions involved in the design of a Con-
firmation Delay-Time Option EVSD for the detection of a Case #2 Target type and
having a maximum of two steps is treated here in greater detail than in the dis-
cussion in Section 7.

First, the probability of detection (Pp), the single cell false alarm probability
(FFA), and the cost function (C) are listed below, and where the symbols used
are the same as those defined in Section 7.

Pp = Fy Fa + F3 Fy @3.1)
where 3
N, -1 B2
- X) +1
F| = 1-e 3.2)
J=0
— -t .
F, = f Q({zx,t, ﬁBm)Q(K(ZR,t, Jzan)e it (3.3
0
I Bys
N. -1 "X 1
1 N.l e 1
_ i M
Fy = Z ) =5 N -9)!

J=0 (3.4)

m

N -1 (511'JB12)+ Pri"7he Bra My =9 (B, 0y =)

@i X1+1 X1+1 R S +1
e e

1 1
m=0 m!

m

II1-1




D ez o oaal

521 N_.-1 82
- ——— 2 -——
X +1 X
e Y
4 J
J=0
and
B B
12 22
PFA = G +G3G
N, -1 J
G, = Z l-e“612
L=
J=0
) No-1 J
c < Bay 2 Ba1
4 J1
J=0
-1 -JB
N l e 12
Gy = E -’ J’ N -9)!
-J) B
12
- € (312 (N
and where

ITT-2

Bl
e

(3.5)

(3.6)

3.7)

(3.8)

-Jp
112, By 9815

(3.9)

(3.10)

(3.11)




where

1 5, INg
c, = 2 1-¢ 12 (3. 12)
J=0
8.\ |'F
c, = 1+k2 | 1-\1-e (3. 13)
12 Mt
c, = N, (l-e ) 3. 14)
\
N
= - - F
c, = 1 (1 GS) (3. 15)

The optimization procedure, similar to those previously described involves finding
the vector [X;, Xy, K, B11, B1gs Bops Bag ] which satisfies the specified Ppy and
Pra and minimizes the cost function C, The number of statistically independent
target cross-section samples which are employed on each sequential step N;, and
Ny are fixed inputs to the program. The optimization, then, with respect to N
ard Ng must be obtained by employing a sequence of selections Nj and N,, and

comparing the minimum costs for each set,
The development of equation 3. 1 is now treated in greater detail: (see also Sec~
tion 7, 1)

1. The product F; F, represents the contribution to the probability of detec-
tion due to the use of the quick-reaction second step, and the development

of F1 and F, follow directly from the decision rule emplcyed.

2. Fg F, is the contribution to the detection probability due to the event that
the slow-reaction mode 18 employed and the detection criterion is satisfied,

I11-3
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F,4 is the probability that the sum of the Ny (statistically independent)
square law detected outputs of the slow-reaction second step exceeds
the threshold ;. The development of this quantity (equation 3, 5) is
the same as for the conventional EVSD, and it i{s presented in Appen-
dix (V-B),

Fg4 (equation 3, 4) is the joint probability that no single-pulse threshold
crossing occurs on #ny of the Nl pulses of the first step but that the in-
coberent sum of these N; pulses is greater than the sum threshold By;.

It is this distribution which is most complex since it involves the con-
volution of truncated random variables, The developraent of equation 3.4,
therefore, will be presented in the remainder of this appeadix.

Let y be the square-law detected output of a single pulse; then define:
Oy
o ' 0<y<@fg
e 0=y 19

f(y) = 1 (3. 16)
0, y> B ¥=717 7

Taiing the Laplace transform:

B B
12 o . 12 @+ 8)y
f(s)=f Qe yesydy=af e dy =

0 0

~(@+8) B
a 12
(a+s) (1°° ) (3. 17)
N
N -@+8) B
o 12
o =(5%5) ["e ] ]

and:

N
N -maf -mB. S
<-&3-;> z: )™ Nie 2g 12 (3. 18)
0 m! (N-m) !
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The quantity desired is

-1/—-
fy O = L (fN(s))

and this inverse transform is effected by first noting:

-1

[0 <
L esgf(s) 0, x=g

f(x-gh x>g

and
N N N-1 -ay
_.=1 o _ oy e
oy =L (a+s) T TN
Therefore,
N
_ - m N! -mozBlz
O = Z t=1) ml(N-m)!e (p(y-mﬁlz)
m=0
N -ay N-1
NO) = (N w0 Z ™ m'(N-m)! G-mBy)
where

_ 0, Z2<0
(2), = {z, Z20
It can be seen that
fN (x) = 0 forx=2 NBm

and it can be shown that

B, -J B8, 8, (N, =J)
J8 R it V Bl V4 121 ‘
Mot 'x_fzi Mol X -1 By, -9 Ay m '*‘;.1_ 8y, (N, -0\
> N.le 1 e- * Xl-u -e- ilol
f f ) dy = ey e L
N JUN -3
8
1 30 m=0

(3. 19)

(3. 20)

(3.21)

(3. 22)

(3. 23)

(3. 4)
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APPENDIX IV

DEVELOPMENT OF THE ENERGY-VARIANT SEQUENTIAL. DETECTORE
FOR THE CASE #2Z AN ¥4 TARGET TYPES

Three EVSD types for the detection of the Case 2 and Ut taray. mcdels

T NN OT 2 ST L TSI ACRKSIREA L e

have been developed (Reference #1). The basic system of equatiuzs

employed in the develoiment of each are considered in Parts A, A, #2d ©
below. In general, the optimization procedure involvzsz Tindirg tze minimam
of the cost functivn C by the method of Lanerge mltipliers where the
detection =nd false alar: yrobavility equailcws zre introduced as comsiraint
relationships of the variables, and a Newvorn ‘s iteration is employed to

solve the rssultant equations.

I T RRRGRES e ey TR QL T A A )

Part A - System of Equations for the Case where Independent Decision

Statistics are Employed on Each Sequential Step, and X's are Design Degrees

of Freedom.
Pp=F Fp (1v.1)
Ppp = & G2 (1v.2)
Cely X +N Np 5o G (1v.3)

where Fz = P{¥; > &; X, N} J =1,2 (see Section 3-2, equation 22)
(Fy 4s the probability of a threshold crossing in a single resolution cell
on the J'B step).

For the Cage #2 target:

N K
o5 By I=t (o4 By)
F.=¢e J __.:L. vhere &(_ = 1

and for the Case # target:




Lo LIP30 PR

St A HERGEER U oy TG AR ST TR AN M § .

N LT
-85 ‘\‘L“ A med p
3:“"".1‘ ! ‘wm ), &Pk
nl(lJ-u) Lgom BV =

v.e)
(These distributions ars developed in Appendix V.) o
G; rofers to the prodwirility of a threshold crossing of ths decisisn
statistic on the J%B step for the nolse alrne cags in & yiogls resolution
oell, (Implicit in the statement P « 03 Gy 4s that a cowes. ~*wolution
osll is involved for the suesepsive zian threshold seocsinge.)
For © W W2Ee typec 3p ¢ b srwslsed asy
Nya

>
q =€
# (IV.6)

1)
The Lagrange function used is:
L~C ’A PD "}A.QD PFA (IV.T‘]

and the partial derivatives with respect to the degrees of frsadom Xy, Xp,
@1, & 2 are equated to zero, and constitute the minimising equations.

=LK 20 -« F2=0

9x1 3 (1v.8)
2L pmuenrn 32 -0
X, " Iy (17.5)
_.é_l:_. - ﬂp Nz xz d 0) *7\ aFl Fo o M- dGl «
1 I Y °
(Iv.10)
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mye

o g

2L vk e w9 .o
OP2 2Rz = P

Using +(V-¥) and (IV.1.)

of equations to be seives ‘o (X, XQ,;Ql,Bg) ares

1 %2R ang - SRR, o
g QB 8
Fe N R 1 ¢ ¢ a’{
g - ;'::‘h: ‘ﬁ.- .. e*;-. -‘ l: - !; ," "
« ri e VEM <o AQ

f3 'Fltz - Pm - 0

_a;_

-

He
ig'tv

(v.11)

the lagran:s M¥:l4ipliers are eliminaisd wid the gystas

(1v.12)

(1v.13)

(Iv.1h)

(1v.1y)

The simultaneous solution of theme equations is acocmplished by the Newton's

£, --Ja (0,0/2pg) - 0
iteration:
J+1 + 31
ofeJ 1051 ’ 2 )=(!1va2"
vherss ad
ay’\ [on! ot 27 \
3h of af
) a1 21 ofd at
Z”é —= T T
a5 A 3B IR
agy 2ty 2t 2t 2ty
dfh 2k 2% e

\oas) \ 29t 2aeow

"

J F
»By o) ¢ Y A%601 ) 86

(1v.16)
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The 15 ¢2tiens of the partial derivatives of £;, £, 23, and
£ 20 & fowtim of I B, B1, and B, are then forued to be used in (1v.16),
(Thees streighticsd mdatlicnips are not zspsated hevs for the sake of
ceavity,

Fixed inputs #0 this minimization prograe ars ths maber of statizticaiiy
inéspendent target crose-gsotion samples exployed on each atep, Ny and Nj,
But sinoe Ny and Ny are really intsgral valusd verisbiss to ba selected, the
SpMimgatisn approach has invelved repeating the maimizztion program Ser an
ensemble of ocoupizs (M, Nz) and then gslacting the xinimm cost cambinations,

Pard B - System of Equations for the Case ihare thc Seoond Step Decision
Statistic is Based on the Sun of the First and Sscond Stsp Outputs, and X's
ars Design Degrees of Frosdom, (Maximum of Two Ssquentiai Steps)

Let the single stap, N-pulse dstection density and distribution functions
be £(X,X) and 1-Fy(%, ).

If the randmw miabha at the first and gecond steps are respactively

x" and Ye X + f&’ vhei'a Xl,......xul, !1,0000000&2 are

Mcpmdsm and regresent thc normalized square law detector outputs on each
of the two gteps.

The total probavilityof detectien ia:

Fp = PSX> @) and x«>32} - P{K >By a2 Y53, -x}

R (IV.].?)
5 _ _
b, ® x-x Y >fne. tin Ty, Xfo ( - X)dX
D &7/31 } { Bz Xo} ym 1 Dz X,82
ﬁ!
We consider the two cassss
Ae Pa=fy  Then By = Ry, (%3, Ba)
P2 _ _
B f2>P1 TenBp=) gy (%K) (X, B oK)k + By (X, Bo)
1
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PPy A e e an

The faise alarm prebsbility in an individeal resolution c2ll (PpyJ
Ay bz sbtained from vhe above by settingXy =T, =0

If wo demind thet Xy =Tp =%, the formls of Part C will apply with By
&y definsd &y abews, Otharwics, the required formulas se slight
generalisstins of thoss of Part A and are listed heve:

208, 2% <M, B0 O a o
822 ail

t,odp ©Fp a2 ® 0 1 Oy

- 3h 1 BPn

afa 01 W -p?.% 552

262 ™A 28

(1v.20)

(1v.21)

The simultansous solutien of thsae equations for Xj, X, B1s &Mﬁg

is now ocbtained by a Neirton's iteration prooedure as outlined in Par: B,

The caloulation of Pp and Ppy iz ncw necessary. We oonsider tha casge
for the Case 2 target where X; # X, and assuming £,>£,, md let

o =2

e g

N1
Then -4 B2 < 50(1.(3 2
f’x)"éfm1 pam -
V)
LN N T, R <%
PD*- O(llfl e
. (N - 1)8
K=l
PFA"@"BZE ﬁaK % PF*
0

~X( B,

(1v.22)
N2~l
-Y
)3 O<2 (F‘ !)K
(zv.23)
(Iv.2h)
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g, Kt X

w s

‘2-'1

°52 pe
2.*a 11(& -z) aY
°F m -xr‘ 2 (1v.29)

Lm

Part G < System of Equations fc> ths Case Where the First and Second Step
Deoizion Statistios are independent but where a Constraint is introduced
Boquiring 4he Single Pulse Signal Ensrgy to Noise Power Density Y to be the
smms or, Both Steps.

Initiclly we 24x Nj, and Ny

Pp = Fn(&3,B1) Byp(exy,32) (1v.26)
where for the Case 4 target model
X =t
L+ X
2
Pgp = Gy (B4) Oz (Bo) (1v.27)
and ths lagrangs function 18 L = € + X Pp+ufn rg, (1v.28)
AL = C_*+7 > =0
X x SYX (1v.29)

Dfr 2B = oP, T P (19, 50)

cBe B2 Pra 0B2 (1v.31)

By eiiminating the Lagrangs multipliers, the following ecuations are
obtaine. for mindmizing C,subjsct to the conditiens Pp = Pp, and  Ppy = Ppy
where Pp, and Ppy ave the specified detection and false alarm probabilities
respectively.
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g, 2¢ P 1 3'm+_c /3% 1 oM
S¥h o% m 9B2 % i; 2 Tm A1
- 25 1 OM\.o )
5B T 3B, (1v.32
£, = Pp =Py =0 (1v.33)
fy=Pp - Po=0 ‘ (1v.34)

Newton's msthod can now be used to solve these last thres equations for
X, @1’ and B,. Hore we notice thati by requiring the sans X on each step, the
mmber of degrees of design freedoms have been reduced by ons.
the nine equations of the partial derivatives of f;, f5, and f3 with
respect to !,(31 and 8 5 are also formulated for use in the Newton's procedurs
outlined in Part A. These equations, however, are not repeated here for the
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APPENDIX V
EVSD PROBABILITY DISTRIBUTIONS

Part A - EVSD Probsbility Distributions for Case #1 and #3 Target Models

As in equation (1) of Section 2.4 the probability of detection for

the Case 1 and 3 target models may be expressed as

oo N
- W [ g
Py -joL=O [J=1 Q,(KJ Q, eJ)] fla; X)da (v.1)
since the target cross-section is assumed to be constant for the maximm
duration of the test of N steps.
In addition, the sampled output at the Jth step is based on having a

filter matched to all of the energy of that step followed by a linear detector.

“or the Case 1 Model f£(x;X)dx = & e-a2/2x do (v.2)
X
3
and for the Case 3 Model f(c;X)d = % e'azfi do {v.3)
X

It is convenient to introduce the change of varisble o = X $, so that:

o N

P, = j;_J) T kXY, 8y £(§)a8 (V.4)
where for the Case 1 model f£( f )df = é e” f/2 af (v.5)
and for the Case 3 model f({)d § = 'fe-{ af (v.6)

The solution of Pj and the required derivatives of Pp wifh respect to
tbe design degrees of freedom X and the sets {K& and {Bi} s have been
approximated by means of a 10 pointf quadrature formula. (The required deriva-
tives for the optimization procedure are accomplished by first using the formal

procedure of taking the derivatives of the integrand in equation (V.4).
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The selection of a suitable quadrature formula has been influenced oy

the intui*ively satisfying approach of representing the continuous probability

-

density function f(f )df by a discrete distribution {f( ;i )} formed in the
following manner: For an N point schedule, the domain of the centinuous
distribution (positive real numbers) is divided into N sub-domains so that
the probebility of 5 appearing in any one of these sub-domains is —%I— )

and the value of }' gselected can be the local mean or median value. So for
the case say where the local mean value is employed, and where the limits of
the 1" subset are 2 and s

b
: f& fe(1)at .
i 7% (Vv.7) and where £ f )a§ = - (v.8)
7 «(§af | !

a
a

§ 1
and flfi} is selected as equal tc <

PD for example is now approximated as follows:

N N
Ppr - v | T QKsV X §) (v.9)
¥ & la

i

An indication of the adequacy of the 10 point quadrature formula employed
was obtained by duplicating the optimization procedure for some of the cases
with a 20 point procedure. The ditTcrences in the computed rarameters obtain-

ed vith each of the two quadrature procedures were less than 0.1 db.
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Part B - Probability Distribution for the Case 2 wnd 4 Terget Model

For both the Case 2 and 4 target model EVSD's which are based on the use
of independent decision statistics on each of the sequential steps, the
probability of detection may be expressed as
M _ (v.10)
Pp= T Fy (X;,/5;) Mrefers to the maximum mmber of sequential

J=1 J

steps employed cnd FNJ(XJ, B;) = P{YJ > B X, NJ} (See Equation 22
Section 3-2).

Ny
Thet is to say, Yy = zzr 1y where Y; is the normelized square law detector

i=1

2

output. By making the chenge of varisble Yi = —p where X; is the normalized

linearly detected output of the matched filter and has the probability density

function:

-X2 +0o@

f(X)aX = X e 2 Io(a X)ax (v.11)
®

we arrive at (12) £(Y,)ay; = f e I,(2VY;2y av, £(zy;X )az,

20 (v.12)

;2 -

h T e 8N4 is the average value of Z;.
vhere 24 % Xi s the averag Zi

The characteristic function for equation (V.12) for the case 2 target

, (see Reference 5)

where f(Zi,fi)dZi =1 e'z/X dz 1is Fy(s) =

X 1 + s(14X)
s¢ that the characteristic function for the density function of the sum of N
pulses is FN(S)==[ 1 } N » and fy(Y)dY is determined to be

1 +8(1 +X)
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N-1 =Y
r,(t)dr -%—— ay

vhere ve let X = . L _
1+%

/
o0

XN

=l ~-XY

\ 1 PNl Y r(y,a8
FN(q:/S)'WiﬂYN e "4y = =

~oxR =1 K
P, 8) = 2 5k

P Y
3
= W
»
[ )
L8
S

(7.3}

(v.15)

(r.1€6)

For the Case ! model, the characteristic function for equation (V.12) where

in this case £(Z;,X;)az; = Lz e"az/X az is
Fl(s) = 1+ STQ (See reference 5)
1 +s@+ -2-)]
(@ +s)V
and for the sum of N pulses Fy(s) =
(1 + s/o0 )

Were“:—}—:-
1+ X/2

The assertion is made that

N
- 2N N! (1 - )n YNm“l e-uY
D& = o ) Sy Y

oo
The proof follows from a calculation of fy(S) = f £ (¥) =S¥ ay
0

vl

(v.17)

(v.18)
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- 2NZ N (1-x)2

x n=0 (N-n)! n} (s+oa) N (v.21)
o 1-0 & (14 ()

&+ eam [ & )] e v v B

o0
The comptation of FN(O( ,B) = 4 fN(Y)dY is based on considering:

[t“ e~ Xt gt - l B eX ax = [’(m 1,%3) (v.23)

m! -—O(BZm (R 2K
:m+l K=o .

a8 Nin-1

[2,2] N - K
e o< N (1-0) (Nm-1)t e (x8) .
and soé rn(Y)dY x %n (N+n-1)! (N-n)! n} oB™M %0; K! (v.25)

and finally,
n N
FN(q ﬁ) = f fn(Y)dY d -aBZ % Zl ‘(d_!g'):(' (v'26)

For both Equations (V.16) and (V.25), 1£ OC is set equal to 1 (that is the
noise along case where X = 0), the probability of a false report at a particu-

lar step GN(,G) is cbtained

o) = S L (v.21)
n-OT / .
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APPENDIX VI

DETAILED ANALYTICAL PROCEDURE FOR THE DEVELOPMENT OF AN EV5O
FOR THE NON-FLUCTUATING TARGET WITH A MAXIMUM OF TWO STEPS

Fluotuating Tarpat with 3 Maximm of Two Stevs

The surveillance mods optimization procadurs detailed hors for %iis
dsteoticn of ths non-fluctusting targst,vhsre & maximm of two steps are used,
43 typical of the procedure employed im the develepxment of the WSD's for the
slowly fluctuating olass of targets (the non-fluctusting and cases #1 and #3
tarpet typesl.

The spasificd surveillance inputa are the probability of detection (Ppg),
the probability of felss alam (Pm) , and the effective mumber of resolutien

elemants (Np).
The constraint relationships arss
Pp = QlX3,31) Ux2,B2) = Ppo (".1)
e
By +fy° = 2fn %— (6.2)
The cost function to bo minimized iss
oca? -6 y
...wr.. + — N € (5.3)

We now get up the lalrange fumotion:

-31 /?.) T’_Q 1:8) Q(“%ﬁza *j‘[ By » 32} (6a

L n(°‘12 + 0(22
T‘ -—r

and equate tvo sero the partial derivatives with raspact to the design degrecs
of fresden|01,2, 81, Be] -

OL =0=0) + T« 6.5)
o,

P

s h I

B e L R
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"512/2 i
e e LIRSS (6.6) |
2
2 . SA”
.ﬁm: soe-fr X me " Magr s 6.7)
3% =0 a %
-Sﬁma 0= Agye@ *#B 6.8)

¥ow using (S) ead (3) ve relats the lagrange multiplers s end ™

- Bs2/2
M"X%sz snd (30) T = O HF € Bl/
Q Q@ (6.9)

We have introduced the following symbolism relating to the Q functien
and its derivativss:

ree Xg? 4 O¢g2
Q = QlXq,py) = %1 BE T Lol mien 11,2 (6.10)
%= 2 gf;gm ) 6e¢§b<2 " Lx8) (6.11)
Gp AQ;%& s - (g\e%xa e Io(cXP ) (6.12)
Qoce:® 5;%2’%2 B) e -(ocr 20 0n- Bap (6.13)
Qe a;?i:? ° Qg - Bl (6.1%4)
app © aza;;;,m - I_% (%) PRLL 6.15)
vI.2
. e e
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W3 nov eldminate ths Lagrange multipliers from 6.6 and 6.7 and define
the quantities £1s £2, £3 and th'

2 2% @ UG- ¥p @ Qo R =0
g, 2 * 1l _QaQ -
2 mg-leQ?O( -B-;- p

- 612/2

ta=Bf el -2dn 1 =0

FO

fhaQ]_Q?"Pm'o

A %" 0

(6.16)

(6.17)

(6.18)

(6.19)

We now gesk a golutien te equations 6.16 through 6.19 for the vsriables

N1 2 (31 and 62 by moans of the Newton's iteratien

Ly o3, @l.m’ BN = 1,065, By, B + (o pocg,
{6.20)
Ael.’p Aazd)
and vhere the starting valuss (o¢3°%,0¢,%, 616, @29) ave suitebly selssted, and {
vherss ‘?
- :
> oad J I gy J
A@‘f JN @Ql 5'f1 af p - fl
53 & 30; o6 z,
Hiag,d 29 %9 622" Se,7 - )
2
'ﬁ SX, SP; 9B: |
.
68751 35 é@gﬁ Ofyd ey - 25 (6.21) ¢
' &y 2 OP1 OB
':
I 285 S5 g’ L
o8] | 9. 2% ——BL ««3“-& 4 i
§é
vI-3 »
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and vhers the 16 partial derivatives in the L x I matrix are defined as follews:

Gﬁﬁb
%1_ - QUQo"¥ Qe Qog = 2 ¥ E Qo b (6.22)
2 2
-B¢r2 -B.°/2
353— * X9 Qo= Ip € & Uu % -Xolp € ! Qyoc @
e (6.23)
-B,2/2 - B2/

Of) =03 Yot By X2 B€ P qec g, ore Qoeg
36, (6.24)
o €3
a; 000 Qg - 8G Ny gl@ “a (6.25)

2
Q¢ (=74 y

2 = 582 @ * Qo
650(1 g 20 W —LB.-DQJD(& “:5;“ 19&("23 (6.26)

Ofr o Q8o ¢ X2 Qa0 *

- _2
S35 T T °" %;QI@Q?";‘ “B';QLQZ"‘@

A (6.27)
of
2.° B2 Qator. 2 Qg L Gasle - 2 Qglg
-l A T
(6.28)
Oy o o2 Qo * L - 98 2p" Ly e ?m-l “%pe
'33; -“5“. :& *9 2
(6.29)
28 . (32) 3f3 =28
P (6.30) 3Py (6.30)
Q23 o9 (33) 253 =28,
30, (6.31) %Pe (6.33)
VI-k
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